
(a) (b) (c) (d) (e)

Figure 1. Different bark features modeled with our techniques: (a) fracture, (b) furrowed cork, (c) ironbark, (d) lenticel, and
(e) tessellation.
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Abstract

There exist many computer graphics techniques which
could achieve high quality tree generation. However, only
a few works focus on realistic modeling of tree bark. Dif-
ficulties lie in the complex appearance of the bark surfaces
which are largely determined by their mesostructures. Un-
like traditional physical based methods, in this paper, we
present an appearance-based method to model tree bark
surfaces from a single image. We address three main is-
sues here: feature specification, height field assignment and
texture correction. For feature specification, we use texton
channel analysis to specify a variant of common bark fea-
tures, including ironbark, vertical and horizontal fractures,
tessellation, furrowed cork, and lenticels. For height field
assignment, we develop an intuitive and easy-to-use user
interface (UI). Here similarity-based texture editing is used
for assigning height fields within a texton channel mask.
For texture correction, we use the modeled height fields to
eliminate the underlying lighting effects in a captured tex-
ture. Our modeling system is image-based: it takes as in-
put a bark image and produces as output a textured height
field representing a bark sample. We demonstrate that our
method is an effective and easy-to-use technique to interac-
tively model a variety of photo realistic bark surfaces.

Keywords: mesostructure, natural phenomena, tree render-
ing, segmentation

1 Introduction

In computer graphics, surface geometry is typically rep-
resented in multiple levels of detail. At the highest level,
meshes provide an efficient representation of gross shape,
while bi-directional reflectance functions (BRDFs) describe
the light scattering effects of micro-scale material structure.
In between these two levels is the mesostructure [11, 3],
which contains the visible high-frequency geometric details
that may not be efficiently processed within a mesh rep-
resentation. Bark is a surface with a complex appearance
which is largely determined by mesostructures. Many pa-
pers such as [4, 14, 20] focus on tree modeling in the highest
level and ignore the mesostructure. In this paper, we present
an approach for realistic modeling of bark’s mesostructures,
thus provide the possibilities to realistically render the asso-
ciated lighting effects.

Images of bark features are shown in Fig. 3. For model-
ing these surfaces, an immediate idea is to recover the 3D
information of its surfaces with vision technologies. Shape
from shading is an apparent choice. But these algorithms do
not work because of the surface discontinuity and lighting
estimation, which results in difficulties to recover shapes
with luxuriant texture colors. Another choice is the physi-
cal based method. But the biological and physical mecha-
nisms behind these bark features are enormously complex
and probably too difficult to simulate on today’s computer.

In this paper, the proposed modeling system is interac-
tive and image based: it takes as input a bark image and pro-
duces as output a textured height field representing a bark



sample. Our bark modeling system is developed with two
main objectives in mind. First, we want a general system
that can capture a variety of bark features. Second, we want
the system to be easy to use. The user should be able to cre-
ate a bark sample with a few minutes of interactive editing,
and the editing process ought to give the user intuitive con-
trol of bark’s appearance. To design a system not restricted
to a particular bark feature, we choose an image-based ap-
proach. This is an approach pioneered by Bloomenthal [1],
who built a bump map from an x-ray image of real bark.
Unlike [1], we only require a photograph, which is much
easier to obtain than an x-ray image. In our system, the
bark image serves as a guide to the user for creating a bark
sample of desired appearance. We do not attempt to recon-
struct the precise height field of the bark in the input image.
In fact, such a reconstruction is not possible since we only
have a single image with unknown lighting [10].

With our system, creating a tree bark sample is easy. The
user first segments the bark image into different features
and then applies appropriate editing operations to model the
height field of each feature. A key ingredient of our system
is the texton channel analysis proposed by Malik et al. [16].
With texton analysis, our system can automatically segment
the bark image into a small number (≈ 25) of channels cor-
responding to different visual phenomena. The user then
merges these channels into a few channels representing the
bark features to be modeled. The merging is easy and can
be done with a few seconds of user interaction.

The reason that texton channel analysis is so effec-
tive with bark mesostructures is that, at the local scale,
there is only a small number of perceptually distinguish-
able mesostructure prototypes [16]. Surface features such
as ridges and grooves could occur at a continuum of orien-
tations and heights, but perceptually we can only distinguish
them up to an equivalent class. The number of prototypes
is further reduced by the fact that we are working with tex-
tures, which are spatially repeating by definition.

Once the bark image is segmented into texton channels,
we need to construct the height field within each texton
channel respectively. To make this construction easy, we
adopt an interactive texture editing technique proposed by
Brooks and Dodgson [2]. Their technique makes use of the
self-similarity within a texture to replicate local editing op-
erations globally. With this technique incorporated, our sys-
tem allows the user to interactively construct the height field
of a bark sample with a few mouse clicks.

2 Related Work

There exist two approaches to bark modeling. One ap-
proach uses textures, which can be either procedural or im-
age based. Oppenheimer textured tree surfaces with a bump
map made from a simulated bark texture, which he obtained

by adding noise to a ramp and passing the result through a
sawtooth function [18]. Hart and Baker built tree surfaces
using implicit surfaces with geometric bark textures gener-
ated by particle flow approximation [8]. These procedural
techniques are usually restricted to particular tree species
and much parameter tweaking is necessary to get a desired
effect. Image-based techniques (e.g., [1]) often have supe-
rior realism.

The other approach to bark modeling is physics-based
simulation. Researchers following this approach mostly
focused on fractures. Federl and Prusinkiewicz simulated
bark with a mass-spring network placed on a tree surface
[6]. Their method rely on mass-spring networks mapped
onto the tree surface. When a string breaks and the crack
propagates through the surface, a fracture is generated. Hi-
rota et al. extended [6] to model cracks with a multi-layer
mass-spring network [9]. Both their methods provide tex-
tures with small-scale cracks, but cannot represent open
fractures. Moreover, their methods require lots of springs to
achieve their requirements, as details are only created by the
simulation. In principle, their methods are also applicable to
bark simulation. Recently, Lefebvre and Neyret proposed a
model for simulating vertical fractures, which are generated
as either texture or geometry [13]. This method is a simpli-
fied physical based method, which only handles fractures.
Terzopoulos and Fleisher first introduced an early represen-
tation of fractures together with a model of elastic, plastic,
and visco-elastic continuous material [22]. Fractures were
represented as discontinuous in their paper.

Graphics researchers have investigated techniques for re-
covering mesostructure from images and these techniques
are applicable to image-based bark modeling. Liu et al. re-
constructed mesotructures using shape from shading [15].
Rushmeier et al. applied photometric stereo to bump map
capturing [21]. Both [15] and [21] require multiple images
with known illumination. Recently, Dischler et al. proposed
a technique for recovering a bump map from a single im-
age [5]. A technique with similar functionality is described
in [12]. Our bark modeling system could potentially use
[12, 5] for estimating an initial height field, which can be
then interactively edited to get the desired result. However,
[12, 5] come with their restrictions. For example, [5] re-
quires that the large-scale relief in the bark can be charac-
terized by a single curve and that the user must supply a
training set for segmenting large-scale relief.

3 Bark Modeling

In this section, we describe a two-step process for gener-
ating the mesostructure of a given tree surface. The first step
is the specification of the bark features, which segments a
variety of bark features. The second step is the bark sample
construction, which produces a textured height field repre-



senting a bark sample. Fig.2 illustrates these 2 step with cor-
respondent components: specification component and edit-
ing component.
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Figure 2. Framework of our approach.

Our approach builds a bark sample as a height field H0

with texture T0 from an input bark image I0. Note that our
goal is not to reconstruct the true height field from I0 but
to create a height field H0 using I0 as a guide, which is
adequate (good enough) for rendering. Our challenge is to
design an interactive modeling system that is easy to use yet
powerful enough to capture a large variety of bark features.

3.1 Bark Features

Bark is a living cylinder of tissue which, as the tree
grows, periodically produces a new inner layer with water
and sugar transport as well as formation of wood fibers, and
a new outer protective layer [19]. The previously formed
outer protective layer gradually dies. Two things may hap-
pen to this new dead outer protective layer: it may be shed
or accumulate on the trunk of the tree. In this paper, we use
the word “bark” to refer to the dead outer protective layer
that is easily seen by the human eye. Some of the common
features that we wish to capture are as follows.

ironbark Perhaps the easiest bark to recognize is that of
the traditional ironbark shown in Fig. 3 (a). In these
species, the rough bark becomes hard and compacted.

fracture As a tree increases in girth, great tension on the
bark can cause fractures, which can be either vertical
or horizontal. Fig. 3 (b) shows vertical fractures.

tessellation The bark fractures to form flakes or plates as
illustrated in Fig. 3 (c). Some bark has large plates
with deep furrows.

furrowed cork The cork oak and a number of other trees
have deeply furrowed bark with thick accumulation of
cork cells. Fig. 3 (d) shows an example.

lenticel One of the small, oval, rounded spots upon the
trunk or branch a tree, from which the underlying tis-
sues may be protrudent or cuppy. Lenticels are usually
horizontal as shown in Fig. 3 (e).

Our system will have difficulties while modeling a bark
sample that cannot be represented by a height field. An
example is the so-called “stringy bark”, which has many
dangling fiber strips as shown in Fig. 3 (f).

(b) Fracture(a) Ironbark (c) Tesselation

(d) Furrowed cork (e) Lenticel (f) Stringy bark

Figure 3. Bark features. Our system can model (a)
through (e).

3.2 Texton Channels

The first task in the bark sample construction is to seg-
ment the bark image I0 into regions corresponding to differ-
ent features. To accomplish this we use the texton channels
proposed in [16]. Similar with [16], we filter I0 with a bank
of 36 Gaussian derivative filters. This filter bank consists of
two phases (even and odd), three scales (separated by half-
octaves), and six orientations (equally spaced from 0 to π).
For each pixel of I0, the filter response is a 36-dimensional
data vector. The data vectors of all pixels are clustered using
the K-means algorithm [7]. The resulting K-means centers
are the textons of I0. In this paper, we set the number of K-
means centers to K = 25. Fig. 4 (a) shows pixel-to-texton
mapping for the bark image in Fig. 4 (b). Each subimage in
Fig. 4 (a) shows the pixels in the image that are mapped to
a given texton. The pixel-to-texton mapping gives us a col-
lection of discrete points and this collection of points is the
texton channel of the given texton. The K texton channels
constitute a partition of the image I0 because each pixel in
I0 belongs to exactly one texton.

From Fig. 4 (a) and (b) we can make a few interest-
ing observations about the correspondence between the tex-
ton channels and bark features. On the one hand, a texton
channel usually contains activities in specific regions and
nowhere else. As pointed out in [16], the pixel-to-texton
mapping provides us with a set of discrete points where we
had continuous-valued filter response vectors. The result is
a much cleaner representation than filter response vectors,
which are generally non-zero at every pixel of I0. On the
other hand, the same bark features (e.g., vertical fractures
in Fig. 4 (b)) are usually captured across several channels.
This is not surprising since texton channels are results of
low-level vision processing. We call such texton channels
raw channels.



(a) Texton channels (K = 25)

(b) Input (c) Fracture (d) Lenticel

Figure 4. Texton channels. (a) All 25 channels. (b) The
corresponding bark image. (c) Channels for fractures.
(d) Channels for lenticels. In (c) and (d), texton channels
are shown in white.

In order to obtain texton channels suitable for construct-
ing the height field of a bark sample, the user needs to manu-
ally merge raw channels. Fig. 5 shows an example of merg-
ing the channels corresponding to vertical and horizontal
fractures. Here the channel in (b) corresponds to vertical
fractures whereas the channel in (c) corresponds to hori-
zontal fractures. Generally speaking, individual raw chan-
nels correspond to different visual phenomena at some level
but not necessarily the level the user wants to work at. By
merging channels, the user can arrive at the level he wants
to work at. When merging raw channels, the user makes use
of his high-level understanding of the visual information in
I0. Thus the merged channels incorporate both low-level
vision processing and high-level human knowledge.

Merging texton channels is easy and can be done with
a few seconds of user interaction. As shown in Fig. 5, a
texton channel is visualized as points drawn on top of the
bark image I0. We found this to be a good way to provide
the user with immediate visual feedbacks during merging.

3.3 Height Field Construction

Having segmented the bark image I0 into texton chan-
nels, we are now ready for the bark sample construction.

(a) (b) (c)

Figure 5. Merging texton channels, which are high-
lighted in white. (a) is the result of merging (b) and
(c).

The UI for building the height field H0 is illustrated in
Fig. 6.

Starting with an H0 that is zero everywhere, the user in-
teractively edits the height values of H0 to get the desired
final result. The editing is done separately for each tex-
ton channel. When the user selects a pixel p0 and changes
its height value, the change is automatically propagated to
other pixels within the current channel. Because of this
propagation, the user can build the height field within each
texton channel by editing just a few height values. As shown
in Fig. 6, window (1) is the control panel for setting various
parameters. Window (2) displays the bark image I0 with
a texton channel highlighted in white. Window (3) shows
the weight mask for height field editing. Window (4) pro-
vides a thumbnail selection of the (merged) texton channels,
from which the user can select a channel for editing. Win-
dow (5) is an interactive 3D rendering of the height field
H0, with the lighting condition of the rendering being con-
trolled by window (6). The key to propagate the change at
p0 to other pixels is the weight mask Mp0 shown in window
(3) of Fig. 6. Specifically, the height value change at a pixel
p1 is the height value change at p0 weighted by the value of
Mp0 at p1. In window (3), darker pixels indicates smaller
weights.

We compute the weight mask using self-similarity of the
bark image I0 [2]. Self-similarity-based editing is an in-
teractive texture editing technique that uses self-similarity
within a texture to replicate local operations globally [2].
We adapt this technique for editing the height field within
a texton channel, as follows. To compute the weight mask
Mp0 for the selected pixel p0, we compare the local circu-
lar neighborhood of p0 against that of every other pixel’s
neighborhood. The neighborhood of a pixel is defined as
those pixels bounded by an immediate circle of pixel di-
ameter d. The weight is one at p0 and decreases linearly
according to the neighborhood distance between the neigh-
borhood of the current pixel and that of p0. The distance be-
tween two neighborhoods is measured by L2 norm. When
the neighborhood distance is beyond a prescribed threshold
the weight is set to zero. The weight mask in window (3)
of Fig. 6 is computed this way. To avoid sluggish response
times with large textures, we use multi-scale neighborhoods



as in [2].
We also experimented other ways to compute the weight

mask. The simplest weight mask is the one with the same
weight for all pixels. Not surprisingly, this mask leads to
artificial-looking height fields. An alternative is to variate
the weight according to the grey-scale value of I0. Through
experiments we found out that this technique usually in-
troduces unwanted high-frequency detail in the height field
H0. Our findings are consistent with similar experiments
conducted by other researchers (e.g., [5]). For this rea-
son, we only variate the weight according to the grey-scale
value of I0 if we want to add small perturbations to H0 af-
ter we have determined the overall shape of H0 using self-
similarity based editing.

Editing individual channels separately is important. Dif-
ferent channels correspond to different visual phenomena,
and the user needs to apply different editing operations
based on his understanding of the visual phenomena. Since
the texton channels of I0 form a partition of the image plane,
a complete H0 is constructed when the user finishes editing
all channels.

1 3

4 5
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Figure 6. The user interface for building a height field
H0 from a bark image I0.

3.4 Texture Map Construction

After constructing the height field H0, we can compute
the texture map T0 from H0. A simple way to do so is to
assign the pixel color of I0 to the corresponding pixel of
T0. The problem with this method is that the pixel color
of I0 combines both texture and illumination. Factoring the
image I0 into a texture component and illumination compo-
nent is a challenging task. Oh et al. proposed a decoupling
filter in [17]. Unfortunately, their filter works under the as-
sumption that large-scale luminance variations are due to
lighting whereas small-scale detail is due to texture. This
assumption is not valid for bark images, which are usually

full of small-scale detail caused by shading and shadowing
of fine geometric features.

We construct the texture T0 by dividing the image I0 by
N ·L on a per-pixel basis, where N is the unit normal of the
height field surface and L is the local lighting direction. L is
obtained by having the user interactively adjusting the light
source position to achieve an illumination similar to that of
the bark image I0. The computation could be illustrated as:

T0 =
I0

N · L

In our experience, this heuristic technique eliminates a sig-
nificant amount of the illumination component. The elim-
ination would be complete if the following assumptions
hold: a) the bark surface is ideally Lambertian, b) the height
field H0 is the true height field of the bark, and c) the only
illumination in I0 is local shading (e.g., no shadows). In
practice, none of these assumptions holds strictly and some
illumination component remains. Fortunately, this is not a
serious problem for bark.

4 Experimental Results

We implement our algorithm in a Pentium IV computer
with 1.4G Hz CPU and 256M memory. All input images
were captured with a CANNON digital camera. We com-
pleted the whole process for a texture in a few minutes.

Fig.7 is the modeled height fields and texture with our
algorithm. Fig.7 (a) shows two input images with size of
256 × 256, Fig.7(b) shows the correspondent constructed
height fields represented by gray scale bitmap. Fig.7(c)
illustrates the corrected textures respectively, and Fig.7(d)
shows the rendering results with OpenGL Phong shading.

The constructed height fields and textures could be
mapped or synthesized to rough models to create models
with rich mesostructure. Fig.1 shows examples of different
modeled bark features (height fields and textures) mapped
to a tree trunk model. Fig.1(a)-(e) show fracture, furrowed
cork, ironbark, lenticel and tessellation respectively. The
rendering was achieved by view-dependent displacement
mapping (VDM) in realtime [23]. We could find we ob-
tained high quality modeling by using our approach.

Fig.8 shows similar modeling results for different bark
types. In these examples, different constructed bark sur-
faces were mapped to a original branch model with 5,888
triangles.

Fig.9 shows modeling and mapping results with a whole
tree model with 15,138 triangles. Fig.9(a) and (d) show
vertical fractures, Fig.9(b) shows tessellation, and Fig.9(c)
shows the ironbark surface. All rendering results were ob-
tained by VDM [23].



5 Discussion and Future Work

Our modeling approach is easy-to-use and effective. A
user could easily build height fields and correct textures
from a single image with a few mouse clicks in a few min-
utes. Our approach provides an effective and interactive
modeling tool for a variant of bark types.

Our construction of height fields H0 starts with H0 being
zero everywhere. A potential improvement is to start with a
better initial guess of H0. We tried to obtain a good initial
H0 by extending a shape-from-shading technique [12]. The
extended technique accounts for discontinuities, shadows,
and uncertainty of the lighting direction. With this tech-
nique we succeeded in recovering a height field with small
photometric errors (< 0.01% in most cases), but the recov-
ered height field is of poor quality when viewed in 3D. This
is one of our future research.

Obviously, our system will have difficulties in modeling
a bark sample that cannot be represented by a height field.
An example is the so-called “stringy bark”, which has many
dangling fiber strips (see Fig.3(f)). This should be another
future work in our modeling tool.

6 Conclusion

We presented a system for realistic modeling mesostruc-
ture of tree bark. Our image-based bark modeling system
can successfully model a variety of common bark features
including ironbark, vertical and horizontal fractures, tes-
sellation, furrowed cork, and lenticels. Our goal is not to
model a precise surfaces but a convenient tool to achieve
user-controlled bark modeling. We provide an intuitive and
easy-to-use modeling tool for analyzing the bark features
and modeling bark surface either in its height field or its
texture. Our experimental results verify our approach.
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Figure 7. Height fields and textures modeled with our approach
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Figure 8. A tree brunch with different bark features.
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Figure 9. A complete tree with different bark features.


