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Measurements studies show that there exist large spatial and temporal fluctuations in the traffic load handled
by different access points in Wireless LANs. In order to alleviate this problem, researchers have proposed
various load-balancing technigues based for instance on channel assignment, power control, or client allocation.
Fundamentally, however, assigning each AP the same amount of bandwidth (one channel) can inevitably lead to
inefficient usage of the spectrum. In this work, we address the problem by adaptively tuning a radio parameter
that has so far been largely untouched in Wireless LAN networks: the channel-width. Particularly, we show that a
significant improvement in network capacity and per-client fairness can be achieved if the channel-widths at different
APs are made a function of the traffic load. We propose the use of dynamic-width channels, where every AP adjusts
its center-frequency and channel width to match its current traffic load. Our techniques are made possible by recent
advances in radio hardware design and do not require changes in current hardware. We demonstrate the effectiveness
of our scheme through analysis and simulations using real-world scenarios.
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I. INTRODUCTION contiguous spectrum band. The presence of this contiguity

One of the core design principles of IEEE 802.11 network&onstraint introduces important_ new algorithmic challenges.
is the use of a simple, fixed channelization structure. Th&/® Present a compact integer linear program (ILP) that finds
entire available spectrum is divided into smaller channef§'® optimal solution. Being computationally inefficient, the
of equal bandwidth, and the network is operated as a Cé][actlcal appllcablllty of this ILP is I|m|t¢d to smalll scqle
network with one channel allocated per cell. For example, tHtWorks. Since the problem of allocating dynamic-width
2.4GHz ISM band has 3 non-overlapping channels, and ea‘énannels is NP-hard, we pre_se_nt a efficient _apprOX|mat|on
Access Point (AP) operates on a particular channel. A Wi_r_e}lgonthm that _sug:ceeds in avoiding fragmentation and can.be
client can only communicate with an AP on one IEEE 802.1§10Wn to be within a small constant factor of the optimum in
channel at any given instant in time. We argue that this fixef™Ms Of both throughput and faimess. Finally, we also pro-
channelization structure severely constrains the total capacR¢S€ three computationally efficient heuristic approaches. Our
and fairness of IEEE networks. Here's why: typically, clienté gorlthms take into account the pracnca_l con_stralnt_that often,
are distributed across the network unevenly, certain AF‘?Iy a dl_screte set of chgnnel-mdth options IS a"?”ab!e? and
become hotspots while others remain unused. Having a-pridA€Y achieve close to optimal performance while significantly
channels of fixed width does not account for this scenarigutPerforming IEEE 802.11's fixed channelization approach.
and suchspatial disparityof traffic distribution [21], [14], 1O Summarize, we make three primary contributions:

[15] reduces the overall achievable capacity of the network. « We revisit channelization, which is a fundamental, yet
To make it more concrete, consider for example the case of largely unexplored, aspect in the design of WLANs. We

a single client in a Wireless Local Area Network (WLAN) show that among other parameters, such as transmission
with multiple APs. Current IEEE 802.11 will allow the client power and data rate, WLAN designers should consider
to only utilize the bandwidth of one channel. the channel-width as a configurable parameter in the

A second reason for inefficiency is un-fairness. The fact that design of efficient WLANS.
some APs are heavily loaded while others are not, creates @ We expose and quantify the vast potential increase in
location-induced fairness problem. For example, an AP near both capacity and fairness that results from abandoning
a conference room might serve multiple clients on a single today’s fixed channelization concept, and we propose a
channel, which hurts the performance of all clients associated system that is capable of tapping this potential.
to this AP, while an AP in the corner of a building serves very « Based on a formal definition of the resulting optimization
few clients. problem, we devise and evaluate novel algorithms that

We take a fresh look at the concept of channelization dynamically and flexibly allocate channels of variable
in IEEE 802.11 networks. Our work is inspired by recent  width to different APs. These algorithms are computa-
advances in hardware technology that allow wireless devices tionally efficient and directly applicable in practice as
to dynamically change their operating frequency and channel- they operate under the constraints implied by today’s
width [3], [6], [28] with very little overhead. Based on available hardware platforms. All our algorithms achieve
these developments, we propose and evaluate a radically new significantly better results than the state-of-the-art solu-
WLAN architecture that breaks the conventional channeliza- tions based on fixed channels.
tioq parad.igm —-a centrqlized controller dynamically allocatesqgr results are obtained using extensive simulation in
variable size channel-widths and _center-fre_quenmes to evefjalNet that are triggered by real data traces from large
AP. The width of an AP’s channel is determined as a functiognterprise/campus WLAN deployments, as well as a network
of the traffic demand and the number of interfering APs ifith user mobility. Additionally, since the simulations closely
Its vicinity. - . _ capture the capabilities and constraints of existing hardware,

By dynamically allocating variable-length bands to each ARyyr results show that our approach can be used to significantly

the network is able to cope with both temporal and spatighprove the per-client capacity and fairness of IEEE 802.11
disparity of user traffic, which significantly increases thg,enworks.

overall network capacity. If there are few clients in the system,
the centralized controller assigns a channel with larger width
to each AP (subject to practical limitations), enabling the
clients to communicate at a higher speed. In addition, thisRecent advances in hardware technology allow wireless
approach is better in terms of fairness than IEEE 802.1#levices to dynamically change their center frequency and
because heavily-loaded APs get larger bandwidth and are thhendwidth to a range of values. For example, WiMAX allows
able to balance the per-client throughput across the networltients to use bandwidths that are multiples of 1.25 MHz,
We also provide a careful exploration of the theoretical.5 MHz and 1.75 MHz [6]. Atheros 802.11 chipsets [2]
problem of allocating channels of variable width to APsforms a 40 MHz channel by bonding two continuous 20 MHz
Whereas the problem of channel assignment in the converhannels. Furthermore, we have modified an Atheros chipset
tional channelization framework can be modelled as grapb use 5 MHz channel width and any central frequency in
coloring, this approach does not model the practical constraisteps of 1 MHz in the 2.4 GHz ISM band. These technical
that, due to hardware limitations, each AP can only use @dvances enable us to reconsider some of the previous design

Il. ADAPTIVE CHANNEL BANDWIDTH



C'{_e.”‘A ﬂf\ P C”;”“\ bandwidth obtained by client andn is the total number of
" Ny clients.

In case 1, the fixed-width channelization leads to severe un-
fairness among different clients. The client in the crowded
location (AP;) receives 1/6 of bandwidth compared to the
client associated wittdP, and AP,. In contrast, with an
allocation of 40 MHz toAP;, 20 MHz to AP, and 10 MHz
Fig. 1. A network with four mutually interfering APs. With fixed channel t0 the remaining APs, fairness improves significantly to 0.97.
bandwidths, both throughput and faimess is suboptimal. Flexible and adaptive channelization is not only important
for fairness, but also for system capacity. For instance, in case

TABLE | 2 if client A moves fromAP, to AP,, an adaptive approach
BANDWIDTH RECEIVED BY EACH CLIENT (NORMALIZED BY 20MHz) can reallocate the 10 MHz spectrum formerly usedA#;
Scenario| AP, | AP, | AD; | AP (B A to AP, (thus giving AP, a total of 20 MHz)._
Case 1.C| 1/6 1 13 1 2 1 058 Our study of real-world traces shows that in a large corpor-
Case LA| 2/6 | 12 | 13 | 1/2 | 4 [ 097 tate and University wireless networks fairness and capacity
Case 2:C| 1/6 X 13 [ 1/2 [ 3] 082 problems illustrated in Figure 1 occur frequently.
Case 22A| 26 X 13 | 12 | 4097 These examples motivate the need for adaptive-width chan-

nel allocation in IEEE 802.11 networks. In Section 6, we
show that a wireless network that implements our algorithms
decisions in wireless networks that were made due to practid@l assign different channel-widths to different APs, achieves
limitations of the time. higher capacity and better per-client fairness than a IEEE

IEEE 802.11 divides the spectrum into a fixed number 0$02.11 network.
channels with equal channel width, which is 22 MHz wide
in IEEE 802.11b/g and 20 MHz wide in IEEE 802.11a.

Under the assumption of uniform traffic distribution across AP load balancing in WLANs attempts to evenly distribute
the network, channelization increases capacity and reduadg number of clients across all APs in a region. One way
interference. However, in dynamc conditions, the adherente solve this problem is to use Cell Breathing [10]. In
to fixed-width channels can be problematic and suboptimahis approach the APs in a region adjust their transmission
When the number of APs is fewer than the number of avaipower to force some of its’ associated clients to handoff to
able channels, the spectrum is not fully utilized since eaafeighboring APs. Similarly, APs might also increase their
AP uses only one channel. On the other hand, if the numbgansmission power to induce clients to associate to them.
of APs is large, two or more neighboring APs are inevitablyThis technique is very useful in hotspot and flash crowd
assigned the same channel, which creates interference [S¢enarios, where many users associate to the same AP, even
Recent measurements have shown that spatial and tempavhlen the neighboring APs are lightly loaded. Although this
disparity in client distributions [11], [21], [14], [15] in large- scheme is useful is balancing the load across APs, it can
scale WLANSs exist. For example, a recent study of IBM’'otentially worsen the performance if clients associate to far
WLAN consisting of 177 APs [11] shows that 40% of theaway APs and send the packets at a lower data rate. An
APs never have more than 10 active clients, while a fewlternate approach is client-based, where Wi-Fi devices take
APs in auditoriums and cafeterias have 30 simultaneous$mart decisions and associate to the more lightly loaded AP
associated users. The study also shows that the set of heay#ly]. However, this scheme does not completely solve the
loaded APs changes over time, but the current practice afer unfairness problem. For example, many clients close to
assigning fixed-width channels in IEEE 802.11 networks doem AP might be contending for resources on a channel of
not take into account such spatial and temporal disparity fixed bandwidth, while fewer clients on a neighboring AP
client distributions. might be contending on the same bandwidth.

Figure 1 illustrates the scenario with four APs all within Another approach to solving the user unfairness problem is
mutual interference distance of one another. In casdR, to assign more APs to the WLAN [8], [23]. Each user will
has 6 clientsAP3 has 3 clients, while the remaining two APshave a dedicated AP in most scenarios, and so every user gets
have one client each. In case 2, client A moves away fro@round the same throughput. However, the benefits of these
AP, and associates telP,. We compare the performanceschemes are limited because of fixed bandwidth channels.
of using the fixed-width channels (C) with adaptive-widthFirst, in extremely dense hotspots, the number of clients might
channels (A). In the fixed-width channel case, the spectrum@itnumber the number of APs and user unfairness might
divided into 4 channels of 20 MHz each. In the adaptive-widthe unavoidable. Second, when there are very few clients in
channel case, channels may be 10, 20, or 40 MHz. Table | lidglse network, this technique will waste a large amount of
the bandwidth receiveder clientat each AP. Also included bandwidth.
is the total bandwidth used (B), and Jain’s fairness index (FI).We overcome the shortcomings of the above schemes by
The index is calculated using_ ¢;)?/n >_ 2, wherec; is the  attacking the fundamental problem of fixed-width channels.

I11. RELATED WORK



We allocate variable size contiguous spectrum to the APs asasignment only when the efficiency of the currently used
function of its load. Our previous work on context of cognitiveassignment degrades below a certain point in comparison to
radio networks ([28], [29]) exploits tunable bandwidths, buthe optimal reassignment.
we are not aware of load-aware bandwidth assignment irEfficiently setting up and managing a Wireless LAN network
infrastructure-WLAN networks poses challenging and complex problems. Several degrees of
There are several schemes that are complementary to ofresedom may be tuned to optimize the network’s throughput
and can be integrated with our proposed approach to furthend/or fairness, including transmission ranges (cell breath-
enhance the performance of the WLAN. For example, eadhg [10]), data rates, load balancing schemes, modulation
AP may allocate a different spectrum slice to every clienschemes, density of deployment, and even the locations of
that is associated to it. This will minimize interference fronthe APs. In the sequel, we assume these variables to be fixed

nearby transmitters and give better throughput. (e.g., we assume that each AP has configured the transmission
power to obtain the uniform transmission range in different
IV. DESIGN AND ALGORITHM bandwidth settings.), which allows us to more closely study

As pointed out, we envision a network architecture in whicthe impact of flexible and dynamic bandwidth allocation on
the bandwidth of different APs can be adapted according LAN efficiency. Doing so keeps our results clean from
their respective traffic intensity. Hotspots with many client§omplex inter-dependencies. On the other hand, it is clear that
will get wider channels at the cost of neighboring APs wittPy simultaneously optimizing over multiple tuning parameters
little load, which will receive less bandwidth. We begin(€.g., by combining our adaptive-bandwidth allocation with
the section with an overview of our assumptions regardinggll-breathing), even better results are achievable.
our system and architecture. Based on this, we formulate &urther assumptions we make is that the achievable data
theoretical model which allows us to go on and formulate ouite is linear to the available bandwidth [13]. Also, we make

algorithms in Sections IV-C through IV-E. the conservative assumption that overlapping bandwidths al-
. ways interfere. That is, we seek to assign non-overlapping
A. System Assumptions frequency interval to any two interfering access points.

We primarily consider enterprise networks in which all APs Clearly, numerous problems of utmost practical importance
are connected via a backbone network. Each access pdi@fnain. For instance, since bandwidths of different APs are
is capable of obtaining some measure that represents Y&/iable and dynamic in time, there needs to be an efficient
currentload. A simple measure could be the number of clientgnethod for clients to discover the bandwidth and center
currently associated with this AP, but more sophisticated arftequency of its neighboring access points. Also, the process
accurate measures that take into account the traffic demarffsan AP (along with its associated clients) switching to a
of each client may be preferable. At any rate, each Apifferent center-frequency and bandwidth must be smooth
periodically reports its load to a centralized server that ignd seamless. A more detailed discussion of these and other
attached to the network’s backbone network and maintaifi@portant practical issues (including the issue of legacy
a view of the traffic distribution across the network in &clients) follows in Section V.
local databasé.Periodically, the centralized server—based . .
on information stored in its database—runs an algorithm th& Problem Formulation and Notation
computes an optimal or near-optimal allocation of channel-The main algorithmic problem involved in the system ar-
widths and center-frequencies to APs. Once computed, dhitecture sketched in the previous section is the selection of
sends the allocations to the respective APs which, along wiippropriate channel-widths and center-frequencies. We study
their associated clients, switch to the new center-frequengy simple network model that allows us to characterize the
and channel-width. potential gain of our novel channelization approach. It also

Besides the flexibility to assign more bandwidth to certaimllows us to analyze and understand the respective merits
APs, bandwidth allocation must also be adaptive in a temporat different allocation algorithms. The model makes several
sense. That is, in order to react to mobility and the dynamisimplifying assumptions, but manages to capture those char-
nature of user demand at different APs, bandwidth allocatiasicteristics that govern the design of appropriate algorithms for
should not be static in time, as it is in the standard IEElur bandwidth selection problem. As we focus on the impact
802.11 architecture. The centralized server therefore reassigifshaving different channel-widths at APs, we assume each
new bandwidths and center-frequencies to APs periodicallP to have a fixed (but not necessarily uniform) transmission
say in intervals of 10 minutes. Alternatively, the spectrunpower P; and fixed location.

allocation may be updated whenevethaeshold of subopti- | et the network consist of. access pointsiP;, ..., AP,.
mality is surpassed. That is, APs switch to a new bandwidtiven the fixed locations and transmission powers, we can
determine aconflict-graph G = (V,E) of the wireless

1Alternatively, using more decentralized, distributed solutions arfetwork as follows [19], [26]: Every AP is represented by
also possible and an interesting direction for future research. Since ' )

the main focus of this work is to identify and quantify the potentia[s1 nodei < V ?r_]d there is an _edge between tYVO APs
gain when abandoning fixed bandwidth channels in IEEE 802.11f they have significantly overlapping coverage regions and
we focus on the conceptually simpler centralized solution. should therefore avoid transmitting on the same frequency.



B system throughput.s,, = >, L;. For fairness, various
e e | l definitions can be considered and the optimization criterion
can be defined appropriately. The difficulty is that in many
° oo cases, achieving high system throughput and fairness are
B contradicting aims. Consider the star graph with uniform
Center: + demands shown in Figure 2. An allocation maximizing system
e e l throughput assigns each leaf AP the entire spectrum, while
giving no bandwidth to the center AP. While achieving max-
Fig. 2. Network in which a throughput-optimal solution is unfair. imuym throughput, such a solution starves clients associated
T and F denote the allocations in a throughput-optimal and fatro the AP in the center. A completely fair solution, on the
solution, respectively. . S .
Practically, we model an edgé,j) € E if simultaneous other _hand, consists of assigning each AP a chan_neI-W|dth
spanning half of the totally available spectrum. In this paper,

transmission of bothdP; and AP; could result in harmful ) . -
interference at some client in the network. Clearly, thid/€ @ddress this fairness vs. throughput trade-off by a simple

binary model of interference is a tremendous simplificatioR@ctical solution: We fix a lower bound on the degree of
of physical reality [25]. In the context of our work, however,fa'mess that must be maintained between different APs and

it is justified as it is conservative and ignores additionaftrive to optimize the system throughput under this condition.

optimizations that could further enhance our system. C. Optimal Solution
In our practical system, the interference relationship betwee he dvnamic-width channel ianment oroblésnfund
neighboring access points can be determined in an ad hoc ¢ dynamic- channet-assignment probiesniunda-

. : tally different fromcoloring problemsor multicoloring
fashion (e.g., by APs using beacon messages to probe thQf" . T .
proximity to other APs, or by client feedback) as propose8roblemsthat have been extensively studied in the networking

for instance in [26]; or it may be statically provided as pargong)?umty.thTh(_a treaslon IS thaé, tunhke hlnA(PmuItl)ctoIonng i
of the network planning. In any case, the conflict graph jgrobiems, the interval assigned to eac MUSt consis

static and needs to be updated only rarely, therefore posing (ﬁfone:i coi?tlgu;)]utsrcfilrl]{[ntlﬁ] Ct)f dspec;rutm x?ft \i/:nmljsrir?lze?. b-ll—hrlrf
serious practical problem on our system design. FoA#, contiguity constra at does not exist In coloring probiems

we denote byN (i) the set of all neighboring APs that aregizolﬁ]ii tf(r);rar%]rgspetgtlir;); ::Z SSEth;)ieVY:igsse?egt;uEr o
potentially in conflict withAP;, N(i) = {AP; | (i,5) € E}. 9 ’ y be u v 9

Let the totaldemandof clients that are associated #0°; be contiguous part of the spectrum even thqugh the.totaI!ty
of unused spectrum would be sufficiently high. Besides its

denoted byD; bit's. This demand, along Wlth. the Imerferen.cemactical importance, the problem is thus of great theoretical
Importance as it combines the complexity of both coloring

d packing problems.

t is possible to characterize the optimal solution of a
S,problem instance by means of an integer linear program (ILP).
Let b; ands; be variables that denote the bandwidth and start
) frequency allocated tol P;. Further, for each pair of AP&

Li = min{xB;, D}, a andj with (i,5) € E, we use two binary indicator variables

wherey is a constant that captures how efficiently the availf,; and f;;. The following ILP determines the optimal system
able frequency spectrum can be utilized [13]. With standanthroughput achievable in a network with arbitrary channel-

running in the centralized server. Thead that an AP can
serve depends on its clients’ demand and, crucially, on i
channel-width Let B; be the channel-width allocated t#hP;
and let By,; be the total system bandwidth available. A
pointed out, it can be modeled as

modulation techniques, this constant is rougkly 1.2 width options.
Dynamic-Width Channel-Assignment Problem: The max Z b;
dynamic-width channel-assignment problem in infrastructure- APV
based wireless networks asks fan@n-interfering assignment si+bi—sj—fi;-B < 0 , V(i,j) € E
of a start frequencys; and a bandwidthB; to each access ..
point AP;. The access pointlP; uses the frequency band sjtbi=si—fi B <0 V(g € B
7, = [S;,S; + B;] for serving its clients and satisfies a load fig+ i <01 , V(i,j) € E
of L, = min{xB;, D;}. The assignment inon-interferingif si+b; < Fiop VAP EV
the assigned intervals; andZ; of any two neighboring APs si > Fromom, VAP, €V
i andj, (i,7) € E, is non-overlapping. xb < D VAP €V
A practical algorithm for the dynamic-width channel- frf € {01} L V(i.j) € E

assignment problem should achieve two gohlgh through-
put and fairness The former is achieved by maximizing The first two constraints force the auxiliary variabjesand

. ;; to behave as follows. The variabfg; is 1 if and only if
2Formula 1 abstracts away the fact that different frequency ban ton-f b of AP t int lis “ab N
have different signal propagation characteristics. Within the spectru € top-frequency; +b; 0 4 S spectrum interval s “above

and bandwidth range studied in this paper, however, the formula (Bigher frequency) than the lower eng of AP;’s interval.
a reasonable approximation. Conversely,f;; = 1 if and only if s; + b; > s,. Considering



two intervals[s;, s; +b;] and[s;, s; +b;], it is easy to observe
that these intervals overlap if and onlysif+-b; > s; ands; +

b; > s;, i.e., if the top-frequency of both intervals are higher
than the start-frequencies of the respective other interval. The
third constraint therefore guarantees that no two neighboring

intervals in the graph overlap, i.e., the resulting channel O/

assignment is non-overlapping. The remaining constraints are Vy

straightforward. The first two ensure that the assigned interval

is located within the available spectruif,osom, Frop). And Fig. 3. The gadget representing a nodeGn

finally, the sixth one expresses that raising the bandwid
above the demand does not increase throughput.

The important aspect missing in this ILP formulation i
fairness However, fairness conditions can easily be integrate
into our ILP by adding additional constraints. In our evalua-
tion section, for instance, we consider a fairness condition in , - 3 ! . a/(a—2/3)Biot  Biot
i i i e fai ; = B} > a¢(i)Bior > =
which every AP is guaranteed to receive at least its fair share 2/(a—2/3)+3 3

of bandwidth in its neighborhood. In particular, we define We first show that ifG: is 3-colorable (yes-instance), the

(i) = D;/(Di+Y, N (i) D) as theminimum fair spectrum- . os ;
sharethat A P; shoujld receive. We can then enforce this notiortgt_al ;ystlem :)k;rOLtJr?hput |sha_\t (IjeaE%ébzt:JWB,gl/B. Slnlce
of fairness by adding the following constraint to the ILP: IS 5-colorable, the graph induced by the i can aiso

be colored using three colors. Since each gadget itself can

b; > ad(i) - Biot, ¥V AP; € V. The constanty characterizes . i
the trade-off between fairness and throughput. The smaller also be colored using three colors (regardless of the specific
(color assigned to its connector ARPL), it follows that the

the more flexibility the ILP solver has to sacrifice fairness in . yes -
order to improve throughput. Other notions of fairness cafntre graphG’ is 3-colorable. The lower bound dfly, , is

similarly be included into our ILP formulation. now easily obtained by assigning each AP with colors 1, 2,

The ILP formulation assumes start-frequencies and chann -d /3;) t;e Spe(_::;uB'T’Fb;étf’gvnglE;tom +_§§/3]/3[FFbotmm i
widths to be arbitrarily tunable. This is in contradiction to t"t] ;esboggﬁvel tot/ s bottom tot /3, Fbottom
existing hardware platforms which typically have a smaIlBtOt’ P -

limited number of bandwidth options a set of available Next, we show that if is not 3-colorable (no-instance),
P ge total system throughpdtg? is strictly less tharv|V[/3.

th’ = a—2/3 and all other demands ate Finally, for each
(vi,v;) € E, add a link(AP!, AP}') to E'. Observe that due
the fairness condition, every feasible solution must assign
Ps AP? and AP? a spectrum block of width at least

channeI-W|dths'to which thetrgnscel\{ercan be tungd. Discre & ce the subgraph induced by ABS?! is not 3-colorable,
sets of bandwidths can easily be incorporated in our IL !

; 1 : )
formulation by restricting the variablek; to belong to a here must exist at least one AP, sd¥, that Is assigned a

corresponding set of integers. In Section VI, we examine tkgegagg:tlvg?th of ‘j gofiﬁé ﬁiz:—thrict)ztg Trlo/i?gpm ?:lzgave
Xyt x tot- ’

impact of this discrete set of bandwidth options. because all APIP? and AP? have a bandwidth of at least

While the ILP formulation describes the theoretical optimu 1t : .
of any problem instance, it is computationally practicable onrlrgt"t/g' no AP AP; in G can have a_h|gher bandwidth than
' +0t/3. Hence, the total throughput is at md$t — 1| B, -

in small networks. Specifically, the dynamic-width channel-7/3+ (24 1/4)Byoy < TsyZZ This concludes the proof. [

assignment problem is NP-hard and hence, uniéss N P, While the ILP formulation can thus be used to compute

there exists no efficient solution for its ILP formulation. For _ . : . .
T s . optimal assignments in small-scale networks, this approach
the sake of simplicity, we present a simplified version of the . . )
does not scale. Therefore, we now investigate computationally

theorem that proves hardness only for- 2/3.

L . efficient approximate solutions.
Theorem 4.1:The dynamic-width  channel-assignment PP

problem problem is NP-hard for any fairness parametdd. LP-Based Approximation
a > 2/3. This holds even in restricted geometric graph As mentioned earlier, whereas the problem of channel
models such as the unit disk graph. assignment in the conventional channelization framework can
Proof: The proof is by reduction to the 3-coloring be modelled as graph coloring, a key new flavor in our
problem of a graph, which is known to be NP-completgroblem is the need for avoidinfgagmentation Specifically,
even in unit disk graphs [17]. Given an instanée = we need to assign one interval to each node, which does not
(V, E) of the 3-coloring problem, construct an instarige=  overlap with the intervals assigned to its conflicting nodes
(V', E") of the dynamic-width channel-assignment problenfneighbors in the conflict graph). We have degrees of freedom
as follows. For each; € V, create 7 APsAP!, ..., AP] in deciding how long the intervals should be and in deciding
and connect them to build three triangles @sP}, AP?), where to put them.
(AP AP?), (AP?, AP?), (AP?,AP?), (AP?,APf), and 1) A Packing Algorithm that avoids Fragmentatiome
finally, (AP3, APT) (cf Figure 3). Further, assume that forstart by first studying the packing problem in isolation.
eachi, AP? and AP? havel/(a —2/3) backlogged clients, Assume that the widths of the bandwidth interval allocated to
and all other APs have one client. When scalidg = each AP was already determined. How should we efficiently



place these intervals? Intuitively, adhering to the following 2) Optimizing the interval lengthsThe packing algorithm
rules of thumb may help: presented in the previous subsection is effective in assuring
the performance for the worst AP (with maximum demand
in its neighborhood). While this is good from the fairness

] ) ) . perspective, it may harm throughput in scenarios in which
Besides being a packing problem, our channel-bandwidifyme parts of the graph are dense, and others are sparse.

assignment problem also has the flavor of a complex (intéfconsider for instance a dense clique and a line-network
val) coloring problem. In greedy coloring algorithms, nodesgached to it. Due to the linear scaling at the end of the pack-
are visited one-by-one, and each node tries to reuse SOfjg procedure, APs on the line will not utilize the available
existing color if possible selecting a new color only ifgnecirum efficiently). In this section we present a method for
necessary. Clearly, this procedure colors any graph using @ihancing the overall throughput without sacrificing fairess.
most A(U) + 1 colors, whereA(U) is the maximum node- \ye yse the packing algorithm as a building block that packs
degree. Similarly, if we were not constrained to assign 8ny demand vectdr into an spectrum of widtfo, 25(b)]. The
contiguous intervalto each AP, we could assure that alliyes is to employ linear programs to search for a demand
required bandwidth can be packed in a total bandwidth of \,octor with good worst-case performanééb) and good

overall throughput. We then run the packing algorithm over

R1. Pack large items first.
R2. Try to fill up from one end.

3(b) 2 max (bu + > bv)» (2)  the resulting demand vectarto pack it into[0, 25(b)).
vEN (u) Consider the following linear program:
which is essentially the continuous counterpart of &)+ Biotal( ) 2 max Z by, subject to: 4)
1 upper-bound. That is, without the contiguity constraint, the b u
greedy coloring algorithm assures that the total bandwidth by > ady - Bot, Yu (5)
requirement isj(b). b+ Z b < B V. 6)
We now present an approximation algorithm that combines “ N v

both the packing and coloring aspects of the problem. Assume
that the sizes of all bandwidth intervals followed a powefonstraint (6) ensures that the computed vedioresults
series, i.e., each interval has length for some integerk. N @ feasible solution with a greedy coloring algorithm.
Applying rule of thumb #1, we sort the items in decreasingonstraint (5) maintains fairness by guaranteeing nade
order of their sizes and try to pack them one by one into th& resource share afb,. By varying the constant scaling
real axis|0, +oc]. Applying rule of thumb #2, when packing Parametera from O to some maximum value”, different
each item, we always try to fill up from one end, closer tdradeoffs between fairness and throughput efficiency can be
the origin. When packing in this way, it can be proven byachieved. Using the maximum valaé maximizes the worst
induction that whenever an interval of si2& is packed, all node’s performance; this value can be determined using the
available intervals (the spectrum gaps still available) are d@llowing LP: , _
size at leas®” (in fact, they are an integer multiple af). @ T onEx . subject to: (5)(6) ™
Hence, in this case, we do not suffer from fragmentation arf@ractical Deployment: Our LP-based algorithm leaves open
as pointed out before, the total bandwidth required to pack alarious parameters for tuning the involved fairness vs.
intervals is at most(b). Therefore, this method achieves forthroughput trade-off. A simple way of employing it in prac-
the joint packing and coloring problem the same performandie is the following: First, determine the optimal fairness
that one can achieve for coloring. parametefa = «* using LP 7. Then, using thig, use the

If the bandwidth intervals to be packed do not follow éfirst LP to computeBiga(a). This amounts to a conservative
power series, we can round them accordingly. Suppose tBgproach that maximizes the sum throughput (by “flattening”
given interval lengths aréy > b, ... > by. Then we round the demands at the nodes) while assuring the maximum
eachb; to b; = [bi/bo] * by, where the[z] = 2%, for some level of fairness at the worst node. The LPs can either be

integerk. Consequently, all intervals can be packed within golved directly using an LP solver, or we can apply efficient

maximum length of approximation algorithms for so-called packing LPs [16].
3) Greedy Tuning Step for Discrete Bandwidth Options:
max (i,u + Z gv) < 28(b). (3) The LPs and the packing algorithm together present a method
ueV vEN (u) for allocating frequency intervals while avoiding fragmenta-

tion. It is designed from the outset for the case where the
Finally, we can linearly map the assigned frequencieistervals can be arbitrarily placed. As hardware advances,
in [0,25(b)] to the entire available spectrum intervaleventually the hardware may achieve full flexibility in ad-
[Fyottom: Fiop)- DOING SO, we have packed demartdsn a justing the center frequency and bandwidth. If instead only
maximum interval oR24(b), which is at most by a factor of 2 a discrete set of bandwidth options are available (as is the
(due to the rounding) worse than applying the greedy coloringase in most currently available hardware), we can round the
algorithm to a relaxed problem where each node can makesulting assignment to comply with the available bandwidth
use of non-contiguous bands. options. In our implementation, we use an additional simple



greedy tuning step in order to increase bandwidth wherevéigorithm 1 GreedyPack(By, ..

., Bn,O) Routine

possible. The tuning step considers all the APs one by one.ltfput: BandwidthsB;, . .

., Bx and an ordering) of APs

for an AP there exists a wider band that is available, use it; @utput: If possible, a non-overlapping packing of

there is a band with lower-start position, switch to it (recall
rule of thumb #2). Repeat thus iterating over all APs until no
more improvement are possible. 1
For any specifico, the performance achieved by the LP- 2:
based algorithm can be shown to be within a small constant
factor of the optimal algorithm. Due to lack of space, we 3:
present the claim without proof. 4:
Claim 4.2: When modeling the wireless network as a disk
graph, it holds that for any fairness parameterthe LP-  5:
based algorithm achieves a system throughput that is within a
constant factor of the optimal solution. The constant depends:
on the underlying network model. 7

bandwidths into the available spectrum.
Return false if no packing is found.
In the order ofO: for each AP, ¢ V do
pack an interval of channel-widtB; in the lowest
possible non-overlapping frequency.
end for
if the interval of all APs was successfully packed
within the total bandwidth Fyor0m, Fiop) then
return for eachAP; € V its starting frequency; in
the successful packing.
else return false
end if

E. GreedyRaising: Simple Greedy Heuristics

The LP-based approximation algorithm presented in thelgorithm 2 GreedyRaising Algorithm

previous chapter provides provable performance guarantdeput: An orderingO of APs
with regard to both fairness and system throughput. In thiQutput: A non-overlapping packing of bandwidth

section, we propose three simpler heuristic solutions that is
both easier to deploy (it does not require solving a linear1:
program) and, as we show in Section VI still manages to2:
achieve an excellent performance. 3

All three algorithms are based on the greedy-packing sub+:
routine shown in Algorithm 1. This greedy packing routine 5:
takes as its input an ordering of the APs (for example, froms:
heaviest to lightest load) and a bandwidth requirement for7:
each AP. It then proceeds in order of the given orderings:
and, when consideringdP;, greedily attempts to pack a 9
non-overlapping frequency interval of channel-widgh into  10:
the spectrum. As in the packing scheme of Section IV-D11:
intervals are packed at the lowest possible frequency at whiatz:

intervals in the available spectrum.

Set parametef := 1 and letsuccessful := FALSE;,

while not successful do
Let ¢ := 0 - Di(D;+>"; v (iyD;) for eachAP; € V.
Let B; be the largest bandwidth option si3; < ¢.- B
success ful := GreedyPack(B,...,By,O).
0:=6/2;

end for

In the order ofO: for each AP; € V' do
Let B; be the next higher bandwithh option &f;.
success ful := GreedyPack(B1, .., By, .., By, O).
if successful = TRUFE then B, := B;.

end for

the interval is non-overlapping with any previously assigned
interval at a neighbor.

Depending on the given ordering and bandwidth inputlistinguish three possible orderings and evaluate their relative
the greedy-packing scheme may not succeed. If the desirgérits. The three orderings are:

channel-widths are too wide, it becomes theoretically impos-,
sible to correctly pack. However, even if i theoretically
possible to achieve a valid assignment of bandwidth intervals
to APs, the greedy allocation may make suboptimal decision$
and get stuck in the process. In this case, the subroutine
returns false, thereby indicating the the caller should retry
using narrower channel-widths.

The basic idea of our so-called GreedyRaising heuristics
is the following. Starting from a feasible initial assignment,
the heuristics “probes” APs one-by-one and checks whether
greedy-packing remains successful if the AP’s channel-width
is raised. More specifically, GreedyRaising considers all APs
in a given sequenc®. When considering an AP, its channel-
width is increased to the next higher bandwidth option,
and the greedy-packing subroutine is called in order to see
whether it still succeeds. If it does, the higher bandwidth is

Most-Congested-First In this ordering, APs are sorted
in decreasing order of their load.

Random: In this ordering, APs are ordered randorly.

Smallest-Last Consider an ordering) and let7; be
the number of APs that are neighbors 4P, and that
appearbefore AP; in 0. The smallest-last ordering is an
ordering which minimizes the maximum over all APs

in the network [22]. This ordering has been studied in the
context of coloring problems and is based on the following
observation. When consideringyP; in the greedy-packing
routine, 7; reflects the number of potentially interfering
intervals that have already been packeddiR;’s neigh-
borhood. Intuitively, the fewer such intervals, the easier
it is pack AP;’s allocated bandwidth chunk. Considering

adopted; if not, its channel-width is reset to its original value, - hen using this ordering, we slightly adapt our heuristic in the
following way. Instead of initially computing a single orderirn@

The only thing that remains to be defined is the ordeting that is used throughout the procedure’s execution, we generate a

in which the access points are considered in both the greegdy random ordering® whenever the greedy packing subroutine is
packing subroutine and the main algorithm. In our studies, walled. This reduces the risk of being stuck with a bad ordering.



R, SL SL R, SL SL . . . .
L HF int Final 2 HF Init Final therefore have the characteristics that the ring is considered

° ° Bl l “in sequence”. In the initial allocation of the smallest-last
e ordering, every AP is allocated a bandwidth®f3 as in the

R A other heuristics (SL-Init). But, due to the efficient packing,

® HF init Fina 3 HE it Final the channel-width of all APs can be raised to the next high
B B g er
N B [] e e u bandwidth option,B/2.
F. Discussion
o s () ORI : : : .
B B One of the assumptions made in our theoretical modeling
O e o is that the frequency bands assigned to neighboring APs

should never overlap, which may be overly conservative
Fig. 4. Ring network with bandwidth option®/2 and B/3 and in many cases [24]. However, both our model and all our
uniform load. The smallest-last (SL) packing heuristic performalgorithms can easily be adapted to incorporate co-channel
better (sys = 3B) than the heavy-first (HF) and random (R) interference. Particularly, if it is known how much spectrum
ge;rgt'is(fsizz %Bg)' In the example, the ordering of HF and overlap between neighboring APs is tolerable, our algorithms
T can be adjusted as follows. For OPT, the first two conditions
of the ILP have to be adapted. In the LP-based algorithm
acking algorithm it suffices to round up to a power of less
an 2, and finally, the packing scheme of all our heuristic
%proaches will be able to pack the bandwidths more tightly.
Finally, notice that both the LP-based algorithm and the

the APs in smallest-last order minimizes the maximu

obstruction that any AP faces when its bandwidth interv
is packed. It has been shown in [22] that the smallest-la;
ordering can be computed efficiently in a single pass:

l.j:=N; H:=G, GreedyRaising heuristics are computationally efficient and
2. Let AP; be a minimum degree AP if; quickly converge to a solution even in large-scale networks.
3. RemoveAP; from H and setj :=j — 1,

4. Return to step 2 untiH is empty; V. PRACTICAL CONSIDERATIONS

5. OutputO = (APy,..., APy). Adaptively changing the center frequency and bandwidth

As our evaluations in Section VI will show, all threeallocated to an AP poses several interesting systems chal-
GreedyRaising heuristics have the potential of significantlenges. We need to design a new scanning mechanism for
outperforming the scheme based on fixed channels currengiients to discover the APs, since it might be infeasible for
employed in IEEE 802.11. The evaluations further indicatthem to explore all possible values of center frequencies
that of the three heuristics, the one based on smallest-lagtd bandwidths. Our design should be backward compatible,
orderings consistently achieves the best results. and the APs should also work with legacy (unmodified) Wi-

The tendency of smallest-last to perform better than othé&i network cards. In this section, we present some initial
orderings can be illustrated using simple scenarios. Considésoughts on how these problems can be addressed in a real
for instance a network whose APs have (close to) uniforrdeployment.

load and are deployed such that the resulting interferencéVe propose adding an extra radio to each AP, similar to a
graph forms a ring (a line would yield the same results) afew commercially available two-radio APs [1], [4]. One radio
shown in Figure 4. In such a network, an optimal allocatiomill operate on the first channel of the band, for example
would be to assign half of the total bandwidth to each ARhannel 1 for IEEE 802.11b/g networks, or channel 36 for
alternating between the upper and lower half. Assume thEEEE 802.11a networks. The other radio will adaptively adjust
the ordering of the heavy-first and random orderings aiits center frequency and bandwidth to operate in the frequency
0 = (1,4,2,3,5,6) (in the case of heavy-first, this can be thespectrum that is not occupied by the first radio. Each AP will
case if the loads are slightly different among APs, or simplyse the first radio to broadcast beacons and provide service
by random tie-breaking). After the initial packing (Line 7to legacy clients. The beacons will also contain information
of Algorithm 2), all APs are assigned a bandwidth Bf3. about the center frequency and bandwidth of the second radio.
When attempting to greedily increase some these bandwidtGients can then discover the center frequency and bandwidth
in the second phase, however, no further progress is possil¢the APs by listening to beacons on the channel of the first
In particular, regardless of which interval is increased, theadio. Even legacy clients will eventually go to channel 1 or
packing gets stuck in the process. With the smallest-la86 as part of the normal scanning process, and discover the
ordering, however, the optimal allocation will be reachedAPs.
Assume for instance thal P; is the first AP to be selected The above architecture has multiple benefits beyond dis-
(possibly using a random tie-breaking rule). The next ARovery and backward compatibility. For example, it enables
is one of the two having the least humber of neighbors ifast handoff among clients by allowing a client to quickly
G\ {APs}, i.e., eitherAP, or AP;. Whichever the algorithm discover the nearby APs, by switching to the first channel,
selects, the next AP to be selected must be one that has jastl discovering the operating frequency and bandwidth of
one neighbor left in the graph. All possible resulting orderingaearby APs (using Probe Requests and Responses).



Another practical concern is the feasibility of dynamically
changing the bandwidth and central frequency of wireless
cards. We are currently implementing a proof-of-concept on
a wireless card based on the USB and MiniPCl Atheros
ar5523 chipset [2]. We have modified the firmware to tune
the bandwidth of the wireless card to 5 MHz and 20 MHz,
and change the frequency to any value in the 2.4 GHz band.
To change the bandwidth, we reduced the speed of the crystal
clock by tuning a register value of the Phase Locked Loop
(PLL) in the firmware. Consequently, our approach requires
the card to go through a firmware reset, which takes a few

milliseconds. However, we strongly believe that a firmware. _ _ .
Fig.,5. Floor plan and AP locations on the floor of an office building. The

reset is unnecessary giYen the evidence i[hat the same Chi%%& lines represent two interfering APs, and dashed lines indicate that the
can change the bandwidth to 40 MHz using Turbo mode [2]Ps interfere at one of the clients.

without a firmware reset.

and use our algorithms to decide the center frequency and
VI. PERFORMANCEEVALUATION bandwidth of each AP.
In the second set of simulations, we consider a larger
nterprise network of 20 to 50 APs. We use the data from [11]

hat analyzed a network across three buildings comprising

schemes, including ILP, LP, an'd GreedyRa|s.|ng, against 77 APs to determine the number of clients associated to
r_ecently proposed channel assignment algorithm based 88ch AP. Since we did not have information about the clients’
f|x_ed channels,_ called RaC [9]. We analyze the performamfgcation, we simulate scenarios in which the associated clients
using two metrics: aggregate throughput of all clients in thgre randomly placed within the transmission range of the AP.
WLAN and per-client fairness. The fairness metric reﬂeCtSFinally, we consider the impact of user mobility on our AP

Ejh?" um_ftorm|y %f t_h,rOlfJg'hput qcfgjlevedcb); al Cl'ggts’ ﬁmd WSandwidth allocation scheme. We use the model, called Model
Ce |_neﬂ|1 utsrllng ar‘]m St alt:trle_ss(;nbe@l: 'it) / T(; Z_ ithwtetrel T [20], which is based on traces collected across 2 years
i 1S the througnput obtained by clientandn 1S e total .5 the large WLAN deployment in Dartmouth College, and

number of clients. . A .
. . . . incorporate it with the Random Waypoint Model, to model
We first confirm the assumption that the bandwidth, an e mobility pattern of each client.

in turn throughput, achieved by an AP is proportional to In our simulations, we study two sets of bandwidth pos-

the bandwqjth allocated to it. We tested this assumption f%ribilities to show the impact of bandwidth settings on our
two bandwidth vglues: > MHz apd 20 MHz, on a Netgea roposed approach. The first set of bandwidths includes 5,
AWG132 USB wireless card, which has the Atheros ar552 0, 20 and 40 MHz. The second set includes a wider range
chipset, with our modified firmware. In the 5 MHz case, W pandwidths: 3, 5, 6, 7, 10, 12, 14, 20, 24, 28 and 40 MHz.
confirm that the data rate of the packets when the client arwe assume that each 1 MHz spectrum delivers 1.2 Mbps
the AP were close to each other was 54/4 = 13."5 Mbpﬁata rate [18]. The overall available spectrum is 86 MHz,
The UDP throughput when using 5 MHz bandwidth W83 o the size of 2.4 ISM band. When using channels of 20

5.9 Mbps, which is slightly less than 1/4th the throughpuMHZ we have 4 non-overlapped channels. Without loss of
when using 20 MHz bandwidth (25.7 Mbps at 54 Mbps dat%? ’

In this section, we quantify the benefits of dynamic-widtké
channels using simulations QualNet [5]. We compare oy

A f lock and b ¢ enerality, we neglect the overhead of guide band between
rate). A more accurate reference clock and better frequengy,, adjacent channels. In our proposed schemes, the clients

a“gn"T‘e”t mechanisms are required tp further improve t ways associate to the nearest AP and the weight of APs in
er:‘fecgve throughput for srg_allgr pandmdtfr]]s. we f?xl'evz t?.aéUé algorithms is measured by the number of clients served by
t € advances in currenF radio devices, such as software delingll Ap |y addition, to stress test the system, we set each client
radios [3], will greatly improve these throughput numbers. to have at least one backlogged CBR flow to the associated
AP. The MAC layer we use is IEEE 802.11 [7]. We use the
two-ray propagation model to model path loss. Furthermore,

We simulate three real-world usage scenarios: a smajl jsolate the impact of varying channel width, we assume no
scale enterprise WLAN, a large enterprise/campus WLANgte or power control.

deployment, and a network with user mobility. For a small

scale enterprise WLAN, we use the wireless usage data frdg Small WLAN Deployment

[12]. This dataset contains monitoring information of 6 APs We first study the effect of our scheme on a small, but real,
on the floor of an office building. The floorplan and locationWLAN deployment. The floorplan of the office building is
of APs is illustrated in Figure 5. The dataset includes thi#lustrated in Figure 5. We extract the user activities from
location of all the clients and their wireless usage over a 5-ddfie dataset of [12]. Figure 6 shows the maximum number of
work week from 8 AM to 8 PM everyday. For our simulations,clients that are simultaneously associated to each AP during
we feed the coordinates of the APs and the clients in QualNe&tyery hour from 8 AM to 8 PM on Monday and Tuesday of

A. Simulation Settings
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Fig. 8. Average number of clients associated to each AP and the
corresponding bandwidth allocated by our scheme.
only improves the capacity of the WLAN, but also ensures
Fig. 6. # active clients at different time of day more uniform service to all associated clients. On the other
hand, when using 4 fixed channels, RaC uses coloring on the
[N Channe| I ILP L0 LP [ GreedyRaising] AP conflict graph, such that no two interfering APs use the
same channel. However, the service received by each client is
heavily biased based on their location. The clients associated
to a crowded AP suffers from degraded performance, which
is reflected as a suboptimal fairness index.

Compared with ILP, GreedyRaising obtains comparable
Monday  Tuesday Wednesday Thursday  Friday performance since it emulates the operation of ILP. Based
on a certain order, it attempts to raise the bandwidth for
each AP starting from the initial feasible assignment. The
advantage of GreedyRaising is that it is fast as it benefits
from a small set of available bandwidth possibilities. The
worst case complexity of the GreedyRaising algorithm is
H | O(n?), wheren is the number of APs. These properties make

8AM 9AM 10AM11AM12AM 1PM 2PM 3PM 4PM 5PM 6PM 7PM 8PM
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GreedyRaising a practical solution. LP reduces the throughput
by up to 14% since it evaluates all contiguous bandwidth
possibilites. Consequently, it loses some throughput as it
rounds the bandwidth to the nearest permissible value.
Figure 8 illustrates the number of clients associated to each
AP and the corresponding throughput achieved by each AP.
a work week.# Clearly, there is a spatial and time disparityThe graph shows the average and standard deviation for these
in network usage across different APs. At any given time/alues, which demonstrate that dynamic-width channels give
APs at some locations serve a significantly larger numb@&rore bandwidth to the AP that serves more clients, and the
of clients then the others. For example, from 11 AM tcassigned bandwidth varies depending on the variance of the
2 PM on Monday, AP 4 had up to 22 clients during thenumber of associated clients. RaC uses fixed channels, and
peak period since it is located close to several conferenéigerefore the amount of bandwidth allocated to each AP does
rooms. Furthermore, the client populations at the APs vari@9t depend on the number of clients associated to it.
significantly over time. The set of heavily-loaded APs alsoWe also studied our algorithms with a larger set of band-
Changes at various times of the day across different days_ width Options. We observe that in this Simple scenario, addlng
Using this trace, we studied the performance of foufore bandwidth options does not noticeably improve the per-
schemes: ILP, LP, GreedyRaising (using smallest-last ordiz,rmance- We also varied the packing schemes and compared
and RaC using 4 bandwidth options. Figure 7 depicts tHgeir performance. Among them, the smallest-last scheme
throughput and the fairness index of each AP across 5 dag@nsistently achieve 5 —10% throughput gain compared to
In all cases, ILP achieves the highest performance, up t8e other two schemes. The gain can be explained by the
45% higher throughput than RaC, which is based on thBtuition that assigning the least congested APs last has a
fixed channels. The fairness index achieved by ILP is abofligher chance to fit all APs in the available spectrum.
0.8, while RaC'’s fairness index is less than 0.5. This res%
shows that adaptively assigning the bandwidth to each AP not
We now study the performance of dynamic-width channel

4The plots for the other 3 days are omitted due to the space Iimitationél,lI‘-)C""'['Or_1 n Iarge campus WL.AN deployments. We use
but they all show a similar trend. observation of the number of clients associated to each AP

I
~
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Fig. 7. Throughput and fairness index of different allocation schemes
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from a previous study [11]. In this trace, 50% of APs serve Average number of interfering APs

less than 5 users, while 10% of APs serve over 15 users.

The average nu_mber Qf clients'served by each AR is 8. Sinﬁ@. 10. System throughput and per-client collisions in a WLAN of 50 APs
the traces provide no information about the location of APs

and clients, we randomly place the APs in a flat area of ——RaC
1000 x 1000 meters. For each AP, we randomly place the | :
client within the transmission range of the AP. The clients ‘
are assumed to be static during the experiment. We study our
bandwidth allocation scheme for two different scenarios: a 20
AP WLAN and a 50 AP WLAN. For each scenario, we varied
the interference among APs by changing the transmission
power from -1.6 dbm to 4.2 dbm. All our results are averaged
over 20 simulation runs.

Figure 9 illustrates the throughput and fairness index of all %% 100 200 a0 400 500 600 700
clients in sparse and dense deployments when using 20 APs. e
We emulate a sparse deployment by changing the tfansmi& 11. Fairness Index of 160 clients in a 25 AP WLAN when aggregated
power of each AP to -1.6 dbm, such that each AP has @®er 20 second intervals over 700 seconds.
to 3 neighboring APs. In this scenario, ILP achieves 47% ) )
more throughput than RaC. This can be explained by = larger WLAN of 50 APS' As we see n F|gure 10,
attempt to allocate all the available bandwidth to the APs. | e system tWO‘,JghP“t ach|eved by GreedyRaising and RaC
contrast, RaC is unable to utilize all the channels, as each APF¢'€3S€s V_V'th increased mte_zrference among APS.' However,
might not have sufficient interfering neighbors. Furthermor (reedyRaising gets much higher throughput. This can be

ILP allocates bandwidth to APs proportional to the numbe?;(pla::?e_d by the Igeconqhgraph, which .plo';]s the r;)umbcfar
of clients associated to it, which further improves syste collisions per client with an increase in the number o

throughput. In fact, it assigns each AP with 40 MHz O'mterfering APs. GreedyRaising allocates separate chunks of
bandwidth, as there is little contention among the APs. V\}é‘e spectrum to interfering APs, and hence the number of

note that the fairness index of ILP in the sparse deployment‘??r'd'im CO”'S'OlnS stays r;[he S?me' Tok\)/\l/everl,:ztréere ‘;rﬁ not

less than 0.6 since even APs with fewer clients are allocat&d/©U9" non-overiapping channels avaiiable to Rac, and hence

the maximum of 40 MHz. This appears to be the righJ[ncreased interference among APs increases the number of
collisions at each client.

s Index

Jain’s Fairnes:

behavior as it maximizes spectrum utilization.
We also analyzed a dense AP deployment by setting the
transmission power of each AP to be 4.2 dbm (each AP’
has 5 to 6 interfering APs on average). In this scenario, ILPGiven the recent growth of mobile applications, such as
achieves 53% more throughput than RaC, and improves thelP, over WLANs, we study the effectiveness of our ap-
fairness index to about 0.9. However, the total throughpydroach in handling user mobility. We stress test our system
of the system is much lesser due to increased interferends. having 40% of wireless clients mobile. We combine the
ILP allocates separate bandwidths to interfering APs, amégistration and mobility pattern defined in Model T [20] with
therefore it is able to obtain better spectrum utilizationthe Random Waypoint Model. Model T captures the popular
Further, since there is more contention in the system, th&Ps towards which most of the client movements are directed.
lightly loaded APs do not get allocated a 40 MHz bandwidthEach node selects an AP using Model T, and moves towards
and hence the fairness index for ILP is much higher. We note with a speed chosen randomly from an intervaly,(,,
that LP and GreedyRaising obtain near optimal throughputV,,....]. Upon reaching its destination, the node moves to a
We now compare the GreedyRaising algorithm with Ra®ew destination after it pauses for a random period between

Handling User Mobility
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0 and 10 seconds. We s@},;,, at 0.01 m/s and vary,,,..

from 0.2 to 1.2 m/s.

We consider a WLAN with 25 APs deployed uniformly in apy;
500 m x 500 m area. The transmission power of each AP set
to -1.6 dbm, which gives an approximation transmission rand&?]
of 100 meters. The number of interfering APs varies from 3 to

8. Initially, clients are uniformally distributed across each AP.

At the start of the simulation, clients begin to move toward&-=!
the APs defined by model T. RaC reassigns the channel every,
50 seconds. GreedyRaising adjusts the bandwidth allocation
if a new assignment improves the fairness index or the systd#?!

throughput by more than 10%.

Figure 11 shows the fairness index for the WLAN ovef16]
time. Each point in the graph is an aggregate fairness value
computed over a 20 second interval. Initially, GreedyRais-
ing has a worse fairness index than RaC. This is becaulé]
GreedyRaising assigns more bandwidth to APs on the ed
and lesser bandwidth to APs in the middle to create enou
channels. As clients begin to move, their distribution across all
the APs gets skewed as the popular APs serve a much Iaréfé‘ﬂ
number of clients. GreedyRaising captures this change and
dynamically adjusts the channel widths, therefore, achievirigt]
consistent fairness over time. On the other hand, RaC is based
on the fixed channels, and consequently it is unable to hange;

skewed client AP distributions.

We also measured the overall system throughput aggrega{éﬂ
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