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ABSTRACT
Current hardware memory models treat all data in an address space as functionally equivalent, even though we know that in practice some data is far more important than others.  In this paper we introduce Software Critical Memory (SCM), a simple modification to the current flat memory model that recognizes certain data are critical to correct program execution.  We introduce the concept of critical memory, created by an operation to map an address range as critical.  We add two new memory operations to the current model: verified load and verified store.  These are the only operations allowed to consistently read and modify critical memory i.e. no other program store can modify the contents of critical memory with respect to subsequent verified loads.  While we focus on software implementations of critical memory, hardware implementations may also be possible.  SCM is a general model with a number of important uses.  In this paper, we consider using SCM to provide strong atomicity semantics to a software transactional memory implementation that originally supports only weak atomicity.  We show that SCM can be implemented with low overhead and the resulting program is more resilient to atomicity violations by errant threads.
1. INTRODUCTION
Current hardware and software memory models treat all memory contents as equally important.  For example, if an unsafe operation in C or C++ results in a memory corruption (for example, because of a buffer overflow), the results of the entire program are considered undefined, no matter what memory is actually corrupted.  Programmers have long known that some program data is more important than other data, and have employed various application-specific, or non-language approaches in such cases.  For example, many financial applications use databases to ensure that account information is maintained consistently and durably. 

In this paper, we describe a new memory model, software critical memory (SCM), which allows programmers to identify and protect data that is critical to the correct execution of their application.  The key idea of SCM is that some memory is more critical to the correct execution of an application, and SCM provides mechanisms to identify this memory and protect it from being corrupted by erroneous program stores.   SCM adds several new operations to traditional memory models: map_critical and unmap_critical, which designate specific memory addresses as containing critical data, and verified load (vload) and verified store (vstore), which are used to consistently maintain the contents of critical memory.  We describe the semantics of these operations in more detail in Section 2. 

SCM can be used in applications where memory locations can become corrupted, either through unsafe program operations, possible race conditions, hardware transient faults, etc.  There has been a great deal of research on solving the problem of adding memory safety to unsafe programs, with solutions ranging from rewriting programs in a type-safe language (e.g., Java) to adding new type annotations to existing C and C++ applications [24], to performing checks at every program load and store to ensure consistency [27].  We believe that SCM offers an attractive alternative to these approaches.  Specifically, instead of attempting to prevent all program loads and stores from having bad effects, we limit the scope so that only verified loads and stores have to be consistent.  Thus, our approach can be applied incrementally to this problem and also is compatible with large existing bodies of code.
One of the important applications of SCM is to improve program reliability.  In a companion paper, we describe a runtime system that is built on top of SCM that allows programs to recover from memory errors and hardware transient errors [38]. In this paper, we consider another application of SCM where programmers want assurances that unwanted memory interactions between concurrent threads are not possible.  
Software transactional memory (STM) is a convenient abstraction that simplifies reasoning about shared data. However, many of the proposed STM implementations provide weak atomicity semantics – that is, they do not guarantee the result of an atomic section is consistent if the data being updated in the section is also being modified elsewhere outside an atomic section [3]
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[15].  SCM and STM are orthogonal memory models that can be combined to provide an optimistic concurrency implementation with strong atomicity semantics.  
In this paper we describe a simple SCM implementation focused on providing strong atomicity semantics to software transactional memory.  We have implemented a combination of SCM and STM, and we present preliminary experiments showing that the combination is resilient to errors caused by a non-transactional thread writing to data being modified in the transaction.  We present the overhead of STM and SCM in this experiment, and show that for low to moderate error rates, SCM effectively tolerates the errors caused by the errant thread.
The remainder of the paper is organized in the following way.  In Section 2 we discuss the semantics of software critical memory.  Section 0 describes the integration of SCM and STM in our experiments. Section 4 describes our SCM implementation and Section 5 presents our results. In Section 6 we discuss the body of related work and in Section 7 we summarize our work and present possible future directions.
2. DEFINING CRITICAL DATA
In this section, we first motivate why critical memory is important.  We then define the general concept of software critical memory.  Finally, we discuss how SCM can be applied in practice for dealing with arbitrary, unsafe third-party libraries and plugins.
2.1 Why Some Memory Matters More
The core of our argument for critical memory is the observation that in any application, some memory (and the data contained therein) truly matters more than others.  

The converse of this position, that all memory matters equally, is appealing because it avoids the task of specifically identifying the important data and separating it from the rest.  This simplified approach forms the basis of a number of widely deployed technologies intended to improve program correctness.  For example, memory-safe languages and runtimes, such as Java or C# provide strong typing, bounds checking, and automatic garbage collection [13]
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[35].  While there are clear software engineering benefits from using these languages, they currently fail to completely address important and practical reliability problems.  For example, both Java and C# allow unsafe code to execute through explicit mechanisms or via a foreign function interface that allows libraries written in C and C++.
A similar challenge faces techniques that attempt to ensure that programs written in C and C++ are entirely memory safe [24]
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[27]
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[20].  Practical constraints on such approaches include the issue of linking with third-party libraries, where source code is not available and calling conventions and data representations must be maintained for compatibility.
In practical terms, programmers have to anticipate potential errors in the execution of their applications and handle them as best they can.  At one end of the spectrum, data that is extremely critical is relegated to the heavyweight mechanism of an external database, incurring the task of determining what should be in the database, how it should be organized, and what overhead using the database will incur on the program execution.  At the other end, exceptions provide a means of identifying exceptional conditions during execution and handling them. Ad hoc techniques to ensure that some of the data is in a consistent state when an exception is raised allow programs to recover from such events.  For example, if an exception is raised in a word processing application, the handler code may need to ensure that the document being processed is consistent in memory before allowing it to be written out to disk. 
Chandra et al. [9] showed that applications with built-in state-saving and error recovery mechanisms can recover from a broad range of software faults more often than applications that use generic techniques such as system-level checkpointing. This recovery mechanism is typically written by the programmer who makes certain assumptions about the consistency of the state saved by the application for the recovery. The notion of critical data formalizes these assumptions and allows the recovery mechanisms to recover the application with well-defined semantics. Ultimately, many applications tolerate memory inconsistencies well, and are robust in general use.  Our practical goal is to give programmers, who are already dealing with possible inconsistencies, mechanisms that allow them to be even more effective.

2.2 Software Critical Memory Semantics

SCM allows a memory address used in the program to be marked critical using the map_critical operation. This places the data in the memory address under the protection of SCM, and guarantees that the data is safe from unintended modification, provided that it is accessed according to the following rule: all loads and stores to the memory address in the program must be performed by means of special operations called verified loads and verified stores. A verified load or store is defined as a static instruction that could potentially read from or write to critical data and is allowed by the semantics of the program to do so (by programmer intent). SCM guarantees that any update made to critical data through a verified store will correctly update the critical data, and any update made to the critical data through a normal store will not be able to update the critical data (in a consistent way). Similarly, any read of the critical data done through a verified load will see a consistent version of the data, whereas any read of the critical data done through a non-critical load may or may not see a consistent version. By consistent, we mean that a verified load to a critical location will read the value written by the last verified store to the critical location in the program. SCM ensures that any intervening updates to the critical data by non-verified stores will be transparent to the verified-load.  
A verified load or store conveys the programmer intent to read from or write to critical data and is allowed by the semantics of a valid C or C++ program to do so. Thus, while the majority of an application may not be type-safe, we assume that the subset of the program that does verified loads and stores is correct and well-checked (ideally statically, for example using types).  Any code that violates memory safety should not be allowed to perform verified stores and hence would not be able to overwrite the critical data. Thus, a central idea of SCM is that it allows programmers to preserve the consistency of critical data even in the presence of arbitrary unsafe code. 
Note that the guarantees provided by SCM extend only to the critical data, and SCM does not provide any guarantees on the non-critical data.  SCM also does not provide protection against (1) computation errors that incorrectly update critical data through a verified load or store. We assume that the programmer has used some other mechanism (e.g. executable assertions) to ensure that critical data is updated correctly by a verified store. (2) SCM does not protect critical data from errors that change the control-flow of the original program and cause it to either incorrectly update critical data through a verified store or fail to perform a correct verified-store to critical data. We assume that important control-flow information is also part of the critical data, or that other mechanisms to check the control flow are present in the program similar to those in [1].
In a program, the same static instruction may access both critical data and non-critical data depending on the program context and execution flow. Hence, it is necessary to mark any load or store that “may-alias” critical data as a verified-load or verified-store. When non-critical data is accessed by a verified-load or verified-store, the effect of the operation is similar to an unverified load or store on the non-critical data. However, a store that would never access critical data (must not alias) should be marked as an unverified store, so that it does not accidentally overwrite critical data as a result of a memory error. Similarly, an unverified load is allowed to read from critical data, but no guarantees on the consistency of the data read are provided by SCM. The semantics of SCM with respect to verified and unverified loads and stores on critical and non-critical data are summarized in Table 1.
Table 1: Interactions between SCM loads and stores

	 Type of Operation
	Data being Accessed
	Guarantees provided by  SCM

	Verified-Load
	Critical Data
	Guarantees that the value read is the one written to by the last verified-store to this location.

	Verified-Store
	Critical Data
	Guarantees that the update is reflected in the critical data and is visible to future verified loads on the critical data.

	Verified-Load
	Non-Critical Data
	This is equivalent to an unverified-load on the non-critical data. 

	Verified-Store
	Non-Critical Data
	This is equivalent to an unverified-store on the non-critical data

	Unverified-Load
	Critical Data
	The value read by the load depends on the compatibility model (defined in Section 2.3) 

	Unverified-Store
	Critical Data
	The effect of the update is not reflected in the critical data and future verified loads will not see this update.

	Unverified-Store
	Non-Critical Data
	This updates the non-critical data similar to a regular store in a program. 

	Unverified-Load
	Non-Critical Data
	This reads from the non-critical data similar to a regular load in a program. 


Table 2: Summary of SCM operations

	Name of Operation
	Arguments
	Semantics

	map_critical
	Address
	Marks the address as critical and clears its contents.

	unmap_critical
	Address 
	Marks the address as non-critical, and preserves its contents.

	verified_load
	Address, Register
	Does a verified load of the address into the register

	verified_store
	Address, Register
	Does a verified store of the register contents to the address

	promote
	Address
	Marks an address as critical and preserves its contents.


SCM also provides an unmap_critical operation to designate when a memory address becomes non-critical. Once a critical address has been unmapped, it can be accessed using normal loads and stores and verified loads and stores to that address have the same effect as regular loads and stores. Addresses may be unmapped, for example, when the programmer is done using the memory region and de-allocates it (using a free operation). This can also happen when calls to third party code are made by the program, as explained below.  A final operation, promote, both maps an address as critical, and promotes the contents of that address to be critical.  The primitive operations of SCM are summarized in Table 2.

2.3 Reference Interleaving

One of the uses of SCM is to allow applications to protect their critical data despite potential unsafe operations performed in third-party library code.  Note that it may be necessary to allow library code to update part of the program’s critical data.  For SCM to be most widely adopted, it must be possible to use SCM in an application that calls a library that has no knowledge of SCM.  In considering the semantics of the interleaving of SCM verified loads and stores with other program loads and stores, there is a spectrum of choices about the semantics that on one hand constrain the SCM implementation, but on the other hand provide greater degrees of compatibility with non-SCM aware libraries.  We consider three possible degrees of compatibility and illustrate them in Figure 1.

	Instruction Sequence
	Weak

Compat.
	Strong

Compat.
	Extreme

Compat.

	map_critical x

vstore 5 -> x
load x

store 6 -> x

load x

vload x

load x
	x = 5

x = undef

x = 5

x = 5
	x = 5

x = 6

x = 5

x = 5
	x = 5

x = 6

x = 5

x = 6


Figure 1: Compatibility Interleaving Semantics
The first column illustrates a sequence of interleaved memory operations, and the remaining three columns show the value of the variable x assuming different approaches to compatibility. First note that the verified store of 5 to x is seen in all cases by the subsequent verified load.  The difference between these approaches lies in the effect of unverified stores and subsequent loads to the critical location.
Weak compatibility makes no guarantees about the effects of unverified stores to critical memory locations.  As a result, in the figure, the unverified store of the value 6 to a critical location does not necessarily imply that the subsequent unverified load will see that value. The result of that load is thus undefined.  This semantics gives the underlying SCM implementation the option to normalize the contents of critical memory at any time (meaning, make the memory location consistent with respect to verified loads).  Of course, these semantics imply the third party libraries would routinely break if they ever accessed critical memory locations in an application.

Strong compatibility requires that subsequent unverified loads to addresses will see the value stored by unverified stores, assuming that an intervening verified load or store hasn’t occurred.  Thus, in the example, the subsequent load of x will consistently see the value 6.  Subsequent verified loads to the location still return the value stored by the verified store (5), with loads after that also returning 5.  With this approach, third party libraries will be able to modify critical data as if it were normal memory, but the effects of these updates will not be visible to subsequent verified loads in the application.  We expect strong compatibility is the most practical balance of implementation flexibility and compatibility.
Extreme compatibility takes the stronger position that loads and stores to critical addresses are completely independent of verified loads and stores to the same addresses.  Thus, in the example, the final unverified load of x sees the value of the last unverified store, and not the value of the last verified load. This model may be required to ensure the correctness of the library function if it performs call-backs into the application code containing verified-loads and verified-stores.
2.4 Libraries

In this section, we consider what is required when an application is calling potentially unsafe library code that is not SCM-aware (that is, does not allocate critical data or perform verified loads and stores).  In the case where the library code does not need to modify critical data, the code can execute as written and the loads and stores it does to non-critical data occur as if SCM was not being used.   If the library performs unverified loads of critical data, as long as it has not performed unverified stores to those addresses, the values read will be consistent with the values written to the addresses by the main application prior to calling the library. 

If the library is required to modify critical data, then additional actions are necessary.   We illustrate the process by example, which is similar in structure to a copy-in, copy-out semantics.  Consider Figure 2, where the value at address x needs to be modified by a library routine.

	map_critical x

vstore 5 -> x

…

unmap_critical x

call library_foo

promote x


Figure 2: Calling sequence to 3rd party library
In the example, the address x is first unmapped before calling the library, allowing the unverified stores in the library to update the address in a way that will be visible to the main program.  After the call, the address x is promoted, simultaneously making the address critical again, and making the current value of the address the critical value. 
While we have assumed non-SCM-aware libraries, in practice, the libraries may also be written to use their own critical memory. This leads to the issue of interfering critical memory updates between the libraries and the application.  One approach to supporting composition of libraries and applications that use critical memory would be to associate a unique key with each compilation unit (e.g., library or application) and tie each static critical memory operation in a unit to the unit’s unique key.  In this case, critical memory that is mapped with one key could only be updated with a verified store that had the same key associated with it.

The main difference between SCM’s approach to supporting third-party libraries and an approach such as Software Fault Isolation (SFI) [36] is that SFI aborts the program upon encountering a store outside the protection domain or turns the store into a null operation. Both these actions would result in the program crashing or the library function executing incorrectly (as its state would be inconsistent with respect to its loads and stores). A primary goal of SCM is to allow the incorrect library functions that have memory errors to continue execution and see a consistent view of memory (with strong or extreme compatibility semantics). At the same time, SCM guarantees that the critical data of the application is not impacted by the memory errors present in the library function, as long as the library does not perform verified stores to the application’s data.
2.5 Applications of SCM

A primary use of SCM is to increase program robustness by giving programmers a mechanism to identify and protect critical application data from unsafe operations in code outside their control.   We have already discussed how SCM can be used to limit the effects of unsafe library code on an application’s critical data.  In an accompanying paper [38] we describe an SCM implementation intended for this purpose, and present results of its effectiveness.  In this paper, we consider the related problem of providing strong atomicity semantics for software transactional memory.

2.5.1 Providing Local Immutability

One SCM application attacks a problem related to data immutability. A typical exploit of non-immutable data involves a resource that requires some check.  For example, a program that is about to open a file for update might check to see if the file is in a particular scratch directory to limit the effect the update can have on the rest of the file system.  The exploit involves a race condition whereby the string that was checked is updated by another thread between the time of the check, and the time the file is actually opened.  

If the string were truly immutable, then the subsequent update would be impossible, and the problem is solved.  Language memory models, such as Java’s, add complexity to guarantee such immutability [7]
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[25].  Providing truly immutable data is strictly a stronger guarantee than is necessary to fix this problem.  All this is required is to guarantee that the memory locations in which the string is stored cannot be modified by other threads between the time the check is done and the time the action is taken.  We can use SCM to accomplish this effect by doing a map_critical of the memory locations before the check, using a verified load when the operation is performed, and doing an unmap_critical after the operation.  Non-verified updates to these locations in the time between the check and the operation are ignored by the verified load.

In this way, SCM can provide the illusion of local immutability, which is one element of the broader guarantees provided by the general mechanism of software transactional memory.  While solving the immutability problem with SCM is possible independently of using it with SCM, SCM and STM can also be considered together, as we discuss in the next section.

2.5.2 Potential Optimizations

While performance is not the primary goal of SCM, there are performance opportunities implied by introducing SCM into a program that we describe here.  

The first opportunity is based on the observation that verified loads and stores form a small subset of all loads and stores in an application. If we assume weak compatibility semantics, verified loads and stores can be repositioned independently relative to other loads and stores in an application.  For example, in the code sequence:

	Vstore 5 -> x

Loop:

    …(no verified operations)

    Store 100 -> y             ; may alias with x

    Store 1000 -> z           ; may alias with x

    Vload x

    Goto Loop


The verified load of x can be moved out of the loop because the intervening loads and stores are guaranteed not to change the value of x.  One can think of the verified loads and stores as forming a well-typed independent subset of the computation being performed by the rest of the program.  As a result, the optimizer can more aggressively reorder operations because it knows that they are independent.

A second optimization benefit of SCM is the ability to reason locally about critical values.  If addresses are mapped as critical and local to a component (using the key-based technique mentioned above), then the optimizer has the guarantee that other components, even executing in the same address space, cannot modify the critical addresses unless they are specifically allowed to.  Thus, critical memory provides data-centric guarantees of isolation even within the same address space.

One way to think of SCM is that it is embedding a smaller, simpler, well-typed program (which operates only on critical data) within another program.  This simpler program provides more opportunities to the optimizer than the original program, which in C and C++ often has aliases that confound attempts at static analysis.
3. Strong Atomicity with SCM
Transactional memory provides transaction semantics to individual memory operations [17][1].   Such transactions are currently being intensively investigated because they offer potential benefits in simplifying concurrent programming [15].  Software transactional memory offers the benefits of transactional memory without hardware support.  Several recent publications have demonstrated that STM can be implemented with relatively low overhead [3][15]
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[1].  These implementations use optimistic concurrency control for transactional reads and write-in-place semantics for transactional writes to achieve high performance.  Unfortunately, to achieve this performance, these STM implementations provide weak atomicity – they assume all writes to transactional memory occur strictly inside transactions.  If other threads write to these locations outside of transaction boundaries, the outcome of the program is undefined.

Recent work has suggested low-overhead approaches to providing strong atomicity semantics to STM implementations using lock-based source-to-source transformations of Java programs [18].  We suggest another alternative here – using SCM to temporarily hide the effects of updates to memory from other threads during the execution of an atomic section.
The high level view is that for each memory location modified in an atomic section, the software transactional memory system provides support for conflict detection and undo, while the software critical memory system independently provides resilience to external modification outside the thread.  For the most part, SCM verified load and store operations are paired with complementary STM operations.  

In Figure 3a, we show a simple example of a transactional code that atomically accumulates a local value (localSum) into a shared variable (Total->Sum). Figure 3b shows the pseudo code that corresponds to this fragment, with STM primitives inserted using the approach described in [15]. In this translation, we use C++ exception handling to encapsulate the transformed body of the atomic block.  A runtime primitive TxStart creates a new transaction container. The accesses to the shared variables are done via runtime primitives: TxRead and TxWrite. TxCommit primitive is called at the end of the atomic block to complete the transaction. If the transaction state is valid and there is no conflict with another transaction the effects of the transaction are published to shared memory, otherwise an internal exception (TxError) is raised. The handler for this exception rolls back the transaction state and re-executes the transaction body. 

The main problem with the code in Figure 3b is that a third thread that does not follow the transaction protocol can write to the shared variable Total outside the atomic section and corrupt it. The goal of using SCM is to prevent this from happening by restoring the contents of the Total variable to its contents within the atomic section. As a result, calls to verfied_store and verified_load operations must be inserted within the atomic section along with the TxRead and TxWrite operations. These will ensure that the value of the Total variable cannot be updated outside the atomic section. 

	a) Original STM program

// Total is a struct containing a global integer, and is shared

while (element = iter->get() ) {

       localSum = element->value();   

       atomic {

            Total->Sum += localSum;

       }

}

	b) STM program with primitives exposed


while ( element = iter->get() ) 

{

      localSum = element->value();

     

      void * Tx = TxStart();

      RestartLabel: 

      try 

      {  
           TxRead(&Total->Sum);

           tmp = Total->Sum;

           tmp = tmp + localSum;

           TxWrite(&Total->Sum);

           TxCommit();

      }

      catch (TxError * errorCode) 

      {

          TxRollback(errorCode, Tx);

          goto RestartLabel;

      }

}

	c) STM/SCM program with primitives exposed


while ( element = iter->get() ) 

{

      localSum = element->value();

      void * Tx = TxStart();

      RestartLabel:

      try {  
        verified_load(&Total->Sum);       

        TxRead(&Total->Sum);

        tmp = Total->Sum;

        tmp = tmp + localSum;

        TxWrite(&Total->Sum);

        verified_store(&Total->Sum, tmp);

        TxCommit();   

      }

     catch (TxError * errorCode) 

     {

        TxRollback(errorCode, Tx);

        goto RestartLabel;

     }

}


Figure 3: Example code showing STM, Low-level primitives and SCM/STM integration
The code instrumented with the SCM calls is shown in Figure 3c. In our implementation, the verified_load call does not actually perform the load, but merely checks if the data value loaded is consistent. The verified_load is inserted just before the TxRead so that the value recorded by the STM library functions is consistent with the values observed by the SCM implementation. Similarly,  the verified_store is inserted after the actual store, so that the value is only updated if the transaction is not rolled back. In addition to the instrumentation added, two other mechanisms are needed for integrating SCM and STM. These are as follows:

1. When a transaction is rolled back, STM restores the value of the variables modified within the transaction to their original values. This restoration must be made visible to SCM, as otherwise it would restore the values to their modified values assuming that the update had been made in error. Hence, a call-back mechanism is provided within STM to call a user-defined function when a transaction is rolled-back and just before it is re-executed. This user-defined function must perform the promote operation on all critical data that the STM restores to their original values (In the example, this is the value of Total->Sum).
2. When a transaction is committed, STM stores the values written within the transaction to permanent state and updates the contents of memory locations with these values. Although in the example provided, the transaction is committed immediately after the last verified_store, in larger programs, there may be other intervening instructions between the last update to the shared state and the transaction commit. In such cases, it must be ensured that the value written to the permanent state is correct and is indeed the value written by the last verified​_store. This is done by calling a user-defined call-back function from within STM just before transaction commit, which performs a verified_load operation on every value that is written to the  permanent state (In the example, this is Total->Sum)
Both these call-back functions must be provided by the application program and registered with the STM libraries prior to using atomic sections in the code.
4. Implementation

In this section, we describe briefly one possible implementation of SCM for objects allocated on the heap. This implementation is called Samurai and uses replication to achieve the semantics of SCM with high probability. This section discusses a simplified version of Samurai for ensuring strong atomicity in STM. We assume that the code is free of memory errors, that is, no thread writes outside its allocated memory buffers (within or outside a transaction). Note that the complete implementation of Samurai does not make this assumption and can be used to recover programs with memory errors. A description of the complete Samurai implementation can be found in [38].
4.1 Implementing Map/Unmap Critical
Samurai implements the SCM semantics only for dynamically allocated heap data. Hence, all data that is required to be protected by SCM must be allocated on the heap. This is traditionally done with the malloc() and free() functions in C. Samurai provides its own versions of malloc() and free() called critical_malloc() and critical_free() to allocate and deallocate critical data.

The Samurai heap is organized as BIBOP (Big-Bag of Pages) style partitions, as with the Diehard [4] and PHKmalloc [21] systems. Essentially, this means that memory can be allocated from the heap only in certain sizes (usually distinct powers of two) and objects of the same size are in the same partition. A partition is a chunk of memory with a fixed starting address. At application initialization time, Samurai divides the heap into partitions of fixed sizes (one for each power-of-two object size) and stores the starting addresses of the partitions. When an object of a certain size is requested from the heap, the object size is rounded to the next higher power of two and the partition for that object size is searched to find a free chunk to accommodate the object. Since the partition contains only objects of a fixed size, the search is essentially a linear probe into the partition.
When an object is allocated using the critical_malloc function, Samurai allocates an additional object that mirrors the contents of the original object. This object is allocated transparently to the application, and is called the shadow of the original object. A pointer to the shadow is stored as part of the heap metadata of the original object, at its beginning. When an object is freed using the critical_free function, the pointer is followed and the shadow is freed as well. 
4.2 Implementing Verified Loads and Stores
Samurai implements verified loads and verified stores by providing function calls with the same syntax as the equivalent SCM operations. A verified store to a critical object (an object allocated with critical_malloc) updates both the original object as well as its shadow, with the contents being stored. A verified load  to a critical object checks the consistency of the location being loaded by comparing it with the corresponding location in the object’s copy and if a mismatch is found, the orepairs the object by copying the contents of the shadow back to the original. The contents of the object’s shadow are always correct, since as per our original assumption, the code is free of memory errors and since the shadow is maintained transparently to the application, the application cannot overwrite the shadow without incurring a memory error. Since the verified load repairs the contents of the original object, subsequent loads (both verified and unverified) will see the repaired contents. Hence, Samurai implements the SCM semantics with the strong-compatibility model. 

Both the verified load and verified store operations require the ability to locate the shadow of an object given a pointer within the object. Since a pointer to the shadow is stored at the beginning of an object (as part of the metadata for that object), a mechanism is needed to locate the start of an object given a pointer to an internal location in the object. This can be done efficiently due to the BIBOP-style organization of the Samurai heap and is best illustrated with an example as follows:

1. Consider a pointer addr=0x8023f48 that points within some object on the heap. Assume that the memory region start=0x8000000 to end=0x9000000, is used by Samurai for allocating objects of size 128 bytes. Hence, the size of the object can be inferred to be 128 bytes.

2. Compute the offset within the partition, offset = addr – start = 0x8023f48 – 0x8000000 = 0x23f48

3. The index of the object within the partition can be computed as, index = offset / size = 0x23f48 / 0x80 = 0x47E.

4. Therefore, the base address of the object is base = start + (index * size) = 0x8000000 + 0x47E * 0x80 = 0x8023F00.

This is the base-address of the object which is pointed to by the pointer 0x8023f48. Note that the above operation takes constant time. Also, since Samurai rounds of object sizes to powers of two, the multiplication and division operations on the size can be performed using bit-shift operations, making them very fast in practice. 
4.3 Discussion
The strong-atomicity guarantees provided by SCM (and hence Samurai) are probabilistic in nature. In other words, the semantics of SCM are implemented with high probability by Samurai, but not with 100% probability. This is because (1) SCM and STM are implemented separately and are not integrated in one implementation and (2) The interface provided by SCM inherently has a window of vulnerability due to the ordering of SCM operations with respect to loads and stores in the atomic section and (3) The implementation of SCM is not 100% error-proof and has some windows of vulnerability. 
In the first case, there exists a window of vulnerability between a verified load operation and the TxRead operation, during which an unsafe thread (outside the transaction) could corrupt the value being loaded, and hence SCM and STM would see different values. There is also a window of vulnerability between the TxWrite operation and the verified store operation, during which an unsafe thread could corrupt the shared variable, although this is less likely to be an issue since the verified store uses a local variable to update the contents of the shared variable. These issues could be avoided or minimized by an implementation that tightly couples the SCM and STM operations, and is not an inherent limitation of SCM. 

In the second case, there exists a vulnerability window between when an SCM operation is performed and when the actual load or store is done. Since the verified load operation is performed before the actual load operation, an unsafe thread could corrupt the value of the shared variable between the verified load and the actual load. This would result in the load operation reading the wrong value of the shared variable, and may result in incorrect computation of the result. This is likely to be a problem for any software implementation of SCM, as there will exist a window (however small) between checking the consistency of the data and loading it into a register, during which the value could get corrupted by another thread. One way to solve this problem is to exploit hardware support for a verified load operation that performs both the consistency checking as well as the resulting load (an atomic check and load operation). 
The third source of vulnerability is because the implementation of Samurai is itself not immune to corruptions from an unsafe thread. A verified store operation in Samurai first updates the original object and then subsequently copies the contents to the shadow copy.  It is possible for the value to be corrupted in the midst of this copy by an incorrect thread, resulting in the copy being updated incorrectly.
5. METHODS AND RESULTS
5.1 Measurement Methodology

The goal of our experiments is to demonstrate the integration of SCM and STM on a small benchmark program and to study its effectiveness at protecting critical data. The benchmark program chosen is an array reduce program that computes the sum of elements in an array using atomic sections. The program consists of about 400 lines of C code and has two atomic sections each comprising of less than 10 lines of C code. The program uses an atomic iterator to extract elements from an array and add them to a shared variable Sum within an atomic section. The Sum variable is protected with SCM by allocating it on the heap using the critical_malloc function.

An automated compiler pass built on top of the Phoenix infrastructure [23] is used to insert the SCM and STM primitives inside the atomic sections of the program. The STM implementation is based on [15] and was developed at Microsoft.
All experiments are conducted on a dual-P4 Xeon processor (3.4 Ghz) with 2GB of RAM on a machine running Microsoft Windows XP SP2.  Although the processor supported hyper-threading, this was disabled by default on our machine. All times were measured using the Windows timeGetTime() API call.

Unless otherwise stated, this program was executed with two threads. During the execution of the program, each thread enters and leaves the atomic section a total of 100000 times.  Since this program was developed as a benchmark for STM, it spends a significant amount of time in the atomic section
5.2 Effectiveness

In order to measure the effectiveness of the approach, a fault-injection experiment is performed in which a third thread is spawned by the application, which performs unsafe operations on the shared variable Sum without following the transaction protocol. In other words, it modifies Sum outside of an atomic section, and hence is unsafe with respect to the transaction protocol. We call this thread the faulty-thread. We ensure that the faulty thread can perform at most one unsafe modification to the variable Sum inside a critical section. We can also control how frequently the faulty thread performs the unsafe modification, by varying the fault-period. A fault-period of N means that the unsafe modification is performed every N times the atomic section is entered by any of the correct threads.  The effect of the faulty-thread is to set the value of the Sum variable to zero, which would result in the overall value of Sum being computed incorrectly. The final computed value of Sum is compared offline with the correct value to determine if the faulty thread was successful in corrupting the value of sum
.
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Figure 4: Results of Fault-injections into SCM/STM
The results of the fault-injection experiment are shown in Figure 4. The fault-period was varied between 10 and 200 in increments of 10. For each value of the fault-period, 100 trials were performed and the percentage of erroneous trails was plotted. 
As can be seen from Figure 4, for all values of the fault-period, the number of error manifestations with STM alone is more than the number of error manifestations when SCM and STM are combined (For STM alone, the error manifestation is nearly 100% across the range of fault-periods considered). Further, the number of error manifestations with SCM decreases as the fault-period is increased, as probabilistically the faulty-thread has a greater chance of corrupting the shared variable at higher fault-rates (lower values of the fault-period). For example, with a fault-period of 10, about 90% of the runs are erroneous, whereas with a fault-period of 200, less than 10% of the runs are erroneous. The reason that the error-manifestation is not 0% (with SCM) is due to the probabilistic nature of the protection provided by the SCM implementation, as explained in Section 4.3.
5.3 Performance Overhead

We also measure the execution time of the application when SCM and STM are deployed together. In these experiments, the number of threads is varied from 1 to 16 in powers of two, and there is no faulty-thread. Figure 5 shows the execution time (in milliseconds) of the application with STM and with SCM/STM combined as a function of the number of threads in the application. The top line in the graph represents the overhead of SCM combined with STM, while the bottom line represents the overhead of STM alone. The difference between the two lines represents the overhead of SCM. As can be observed from Figure 5, this difference varies between 1% and 5% of the execution time. 
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Figure 5: Scaling of SCM and STM with number of threads
It can be observed from Figure 5 that the execution time decreases drastically as the number of threads is increased from 1 to 2. There is a marginal decrease when it is increased from 2 to 4 and a slight increase in execution time when it is increased beyond 4. This is not because of the lack of scalability of STM but because we are running the experiment on a dual-processor machine. The available hardware parallelism is at most two and hence, there is no real benefit from increasing the number of threads beyond 2 (in fact there may even be a negative effect as the probability of collisions within a transaction is higher, thereby resulting in more transactions being rolled back). An interesting point to note is that the overhead of SCM with respect to STM remains about the same as the number of threads is increased from 1 to 16. This suggests that combining STM with SCM does not constitute a scalability bottleneck.

We also tested the resilience of the application with both SCM and STM as the number of threads is increased beyond 2 (all the way through 16) and found that the application protected with SCM is more resilient to faults than the one with STM alone. The results for the fault-injection experiment are not reported here due to space constraints. 

6. RELATED WORK
6.1 Address Space Protection

Address space protection has been a topic of extensive research for many years.  Address translation and paging hardware allow efficient page-level protection mechanisms [34], while virtual memory provides address space isolation between processes [11]. Mondriaan Memory Protection (MMP), is based on hardware that allows fine-grained protection domains, although it has never been implemented [37]. These approaches attempt to detect and prevent inappropriate accesses between system entities, and typically raise an error or exception when illegal operations are performed.  SCM differs from these mechanisms in two important ways.  First, like MMP, SCM is fine-grained and requires programmers to explicitly identify the critical data in their application.  Second, instead of raising an error when an illegal store is performed, SCM allows the store to continue while still preserving the consistency of the critical data.  

Many papers have explored approaches to integrating untrusted code into a trusted code base.  Examples include OS kernel extensions (Vino [30], SPIN [5] and Nooks [33]), application plug-ins (SFI [36]]), server hosted applications (web CGI), etc.  SCM differs from this work in our emphasis on protecting critical data instead of isolating untrusted code.  We do not intend SCM as a mechanism to provide general security guarantees, and as a result, SCM will not protect the integrity of non-critical data in the presence of untrusted code.

6.2 Transactional Memory

 Software Transactional Memory (STM) is an active area of research. Harris et al. [15] and Adl-Tabatabi et al. [3] describe two very similar approaches which are the basis of our work. In this approach they describe the implementation of atomic blocks which use exception handling to represent the abort and rollback semantics of transactions and decomposed operations like Start, Commit, Rollback, OpenForRead and OpenForWrite. A failing transaction throws a special exception which triggers the re-execution of the transaction. These approaches also prescribe in place updates and require STM primitives that create the read, write and undo logs.

Weak atomicity is considered by some researchers to be a critical problem for current STM implementations [7]. An analysis of weak atomicity is described by Blundell et al. [6]. Lev et al. describe an approach for dealing with problems of weak atomicity [22]. Their approach implicitly tracks object visibility at runtime and identifies exactly which objects need to be guarded by transactions.  They also describe optimizations to reduce the runtime overhead of their approach.  While their approach attempts to correctly wrap all share-object operations in transactions, our SCM-based solution allows non-transactional updates, but prevents the updates from having an effect. 
Hindman and Grossman describe a lock-based approach to providing strong atomicity in Java without assuming hardware support or transactional memory [18].  Using protocols for automatically acquiring locks, they are able to provide strong-atomicity and guarantee no deadlocks.  While their approach has overhead, they show how to reduce the overhead with analysis-based optimizations.  However, their approach works only for Java (which is type-safe) and it is unclear how to generalize this for C and C++ programs.

Recently, researchers have proposed combining exception handling with transaction mechanisms, allowing rollback of state changes if an exception is raised [31]. 

6.3  Memory Safety

There has been considerable work on bringing the type-safety properties of languages such as Java to C and C++.  Cyclone is one such system that allows programmers direct control over memory and uses region-based allocation and explicit safe de-allocation to achieve memory safety [14]. It augments C with an advanced type system and typically requires programmer intervention to manage memory accordingly. 

CCured uses static analysis and type-inference to classify pointers in the program based on their usage [24]. It finds that most pointers in the applications considered were type-safe and hence need not be checked at runtime, while a small fraction of the pointers were wild and could write to any arbitrary  memory location. These pointers need to be bounds-checked at runtime, and this checking needs to be done for every pointer in the program that could not be proved to be type-safe statically. Omitting to check even a single pointer breaks the memory safety guarantees of the system. Also, C-Cured requires engineering effort to make it compatible with library code, as it modifies the format of pointers in the program [10]. 

A third approach to ensure memory safety of C programs is Software-Fault Isolation (SFI) [36]. In SFI, each module in a program is given the illusion of executing in its own address space and the compiler/binary-rewriting tool ensures that one module cannot access memory outside its pseudo-address space. This can be implemented in hardware using protection domains, but comes at a performance cost. More importantly, it requires modifications to the machine code of the application and cannot support arbitrary third-party libraries, whose binary is unavailable at link time (such as dynamically loaded libraries).

Singularity is an operating system that was designed from the ground-up to provide reliability guarantees to applications. The Singularity approach [19] is to write everything in type-safe languages and prove memory safety at compile-time. It allows contracts to be specified for third-party code and enforced statically. However, it requires considerable effort from the programmer to rewrite application code to be type-safe. It also requires third-party code to be type-safe, which may not be possible in practice.
A recent approach to protect the control-flow of a program for security was proposed by [1]. The goal of this approach is to ensure that the program’s control flow is not subverted at runtime by an attacker or error. In a companion paper, they show how control-flow integrity combined with memory-safety for the control-data can provide provable security guarantees to the application [2]. A system such as SCM could be used to achieve memory-safety guarantees for the control data.    
6.4 Error-Tolerance  

Diehard [4] is a system to tolerate memory errors in an application. The goal of Diehard is to provide probabilistic soundness guarantees for applications that allow them to continue execution even in the presence of memory errors. However, Diehard protects all data equally and does not distinguish between critical and non-critical data. Diehard offers two modes of protection: replicated and unreplicated mode. Most of the protection guarantees provided by Diehard apply only to the replicated mode, in which the entire process is replicated. SCM provides similar guarantees as the replicated mode of Diehard for a subset of the application’s data, without requiring process-level replication.
Recently, there has been work on failure-oblivious computing [28] where the idea is to continue execution after a memory error, by ignoring illegal writes and manufacturing values for illegal reads. The problem with this approach is that after a memory error has occurred and the application crashes, the state of the application is undefined and the application may perform harmful or malicious actions upon continuation. 

The Rx system [25] combines checkpointing with logging to recover from detectable errors such as crashes. Upon a failure, Rx rolls back to the latest checkpoint and re-executes the program in a modified environment, depending on the memory error encountered. Rx is unsound in that it cannot detect latent errors that do not lead to program crashes but result in incorrect outputs. Also, not all applications can be rolled back upon a failure.

DyBoc [32] uses execution transactions to recover from buffer overflow attacks. The idea is to treat function calls as transactions that can be aborted when a buffer overflow is detected. This also has the problem that not all applications can be rolled back, and that the rollback is restricted to the current function when in fact, the error could have occurred anywhere in the program.

Many internet systems have been written with error-tolerance in mind. For example, search engines provide lower-quality search results when an error occurs rather than taking the entire system down [12]. They also replicate data that is critical to the application at multiple sites, so that the application can continue even when some of the sites become unavailable.  

7. SUMMARY AND FUTURE WORK 
We have described software critical memory, a new memory abstraction that allows programmers to separate critical data from non-critical data and provides guarantees about the consistency of critical data in the presence of code that may unintentionally modify it.   Critical memory provides two important benefits.  First, unintended writes to critical data do not affect the data, preventing consistency errors.  Second, libraries and components unaware of critical memory require no changes in cases where they do not modify critical memory and will continue to execute even when they do modify it incorrectly.    Critical memory is a mechanism that can be used to provide increased robustness to applications with memory safety errors.  In this paper we explore the use of software critical memory to increase the robustness of software transactional memory in the face of strong atomicity violations.  In preliminary experiments, we show that the overhead of adding SCM to STM is low (1-5%) and that the presence of SCM provides probabilistic strong atomicity semantics to our STM implementation.

In the future, we intend to extend our experiments to consider more complex STM applications.  Our current implementations of SCM and STM are loosely coupled, and we plan to investigate the robustness and performance benefits possible by more tightly integrating them.  More generally, we will consider the implications of identifying critical data in a program and attempt to understand properties of the program subset implied by a particular choice of critical data
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� Due to the floating-point nature of the Sum variable, the actual comparison consisted of checking if it was within a narrow, permissible range compared to the correct computation.
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