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ABSTRACT
We report on an investigation of transitions among the topics of pages visited by a sample population of users of MSN Search. We learn probabilistic models of topic transitions for individual users and groups of users.  In an effort to compare topic transitions for individuals versus larger groups, we consider the relative accuracies of personal models of topic dynamics with models constructed from sets of pages drawn from similar groups and from a larger population of users.  To explore temporal dynamics, we compare the accuracy of these models for predicting transitions in the topics of visits at increasingly more distant times in the future.  Finally, we touch on promising directions for applying models of search topic dynamics.

Categories and Subject Descriptors
H.3 Information Storage and Retrieval
General Terms
Algorithms, Measurement, Experimentation.

Keywords
Web search, log analysis, topic analysis, open directory project, web mining, predicting user behavior
1. INTRODUCTION

The Web provides opportunities for gathering and analyzing large data sets that reflect users’ interactions with web-based services.   Analysis and synthesis of the rich data provided by these logs promises to lead to insights about user goals, the development of techniques that provide higher-quality search results based on enhanced content selection and ranking algorithms, and new forms of search personalization. 

We describe research that examines characteristics of the topics and transitions among topics associated with page visits by users engaged in searching on the Web.  We construct probabilistic models to characterize the distribution of topics for individuals and groups of users.  We construct the predictive models using a training corpus of tagged pages, and then use these models to predict the topics of subsequent pages by users.  

Copyright is held by the author/owner(s).

WWW 2005, May 10--14, 2005, Chiba, Japan.

To probe the differences between the predictive power of personalized models and the models built by analyzing groups of users, we perform several comparative studies.  We construct Markov and marginal models with data drawn from (1) single individuals, (2) composite data from people who have the same topic dominance in the pages they visit during their search sessions, and (3) data from the entire population of users. For these different classes of models, we perform temporal studies that consider the predictive accuracy with increasing periods of time between page visits used in training the models and evaluating the accuracy of the learned models. Finally, we discuss several applications of models of topic dynamics.

2. RELATED WORK
The ability to model and predict users search and browsing behaviors has been explored by researchers in several areas.  The analysis of URL access patterns has been used to improve Web cache performance (Davison [6], Deshpande and Karypis [7], Lempel and Moran [14], Schechter et al. [22]) and to guide prefetching (Horvitz [10]).  In general, models developed for caching and prefetching average over large numbers of users, and exploit the consistency in access patterns for individual URLs or sites, but do not consider topical consistency.   
Another line of research has explored the paths that users take in browsing and searching web sites.  Pitkow and Pirolli [17] and Chi et al. [4] used clustering techniques to group users with similar access patterns, with the goal of identifying common user needs.  This work involves detailed analysis of individual web sites.  
There has been some recent work exploring how page importance computations like PageRank can be specialized to different topics (Haveliwala [9]) or to query-specific results (Richardson and Domingos [19]).  In Haveliwala’s work, pre-computed hub vectors that correspond to broad topical categories were used to generate different page importance scores for different topics.  The focus of this work is on algorithmic techniques rather than the evaluation of predictive accuracy or personalized search applications.
There is a large body of work on constructing user profiles based on explicit profile specification or on the automatic analysis of the content and link structure of Web pages visited (Ravindran and Gauch [18], Sarukkai [21], Sugiyama et al. [25]).  In general, this work develops models for individual searchers and does not explore group models or the evolution of interests over time.
Several groups have examined Web search behaviors by analyzing Web query logs [1]
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 \* MERGEFORMAT [24].  Broder [2] and Rose and Levinson [20] characterized different information needs that users have in searching.  They describe searchers as motivated by navigational (getting to a web page), informational (learn sometime about a topic), transactional (buy something) or resource (obtain something or interact with someone) goals.  Topic or content is largely orthogonal to information needs.  For example, searchers want to buy things or find out information about a variety of different topics (arts, computers, health, sports). Silverstein et al. [23] and Spink et al. [24] have analyzed large query logs and summarized general characteristics of Web searches, including the length, syntactic characteristics and frequencies of queries, the number or results pages viewed, and the nature of search sessions.
A few research groups have explored the diversity and dynamics of topics that people search for.  Spink et al. [24] asked human judges to label a small sample of 2,414 queries.  Judges assigned each query to one of 11 topical categories.  The most common categories observed in their sample were Entertainment, Adult and Commerce.  Lau and Horvitz [13] examined topical distinctions using a sample of 4,690 hand-labeled queries that were assigned to a broad ontology of 15 informational goals.  The most common topics in their study were Products and Services, Adult and Entertainment. In addition to summarizing general distributional characteristics of queries, Lau and Horvitz also analyzed the temporal dynamics of query reformulation strategies.  A Bayesian model was constructed which related variables such as the topic of the current query, the refinement relationship to previous queries, and the time between adjacent queries.  The model could be used to predict topics, dwell times, and query refinements.  Beitzel et al. [1] recently reported on a much larger scale analysis of query topics and dynamics.   They analyzed all the queries submitted to a commercial search service over a one week period of time.  Queries were automatically assigned to one of 14 general topical categories by matching the queries to lists of terms corresponding to each category.  The lists were manually constructed by human editors.  About 13% of the queries could be assigned by this technique, and this represents millions of user queries.  The most common categories were Adult, Entertainment and Music.  They also explored difference in the distribution of topics over the course of the day, finding that Adult queries were most common in the early morning hours and Personal Finance queries peaked just before noon.   All of their data summaries were aggregated over all users in their sample.
Our contributions include examining topic dynamics over a long period of time (5 weeks) with a large number of users.   Instead of inferring the topic of interest using the query which is often very short and ambiguous, we identified the topics associated with URLs that individuals visited.  In addition, we characterize the predictive power of individual models versus models built for large groups of users.  And, we also considered the influence of differences in time between when the topic models are constructed and when they are evaluated on new data. 
3.  MODELING TOPIC DYNAMICS

Our goal is to understand user’s search behaviors by analyzing log data from a large number of users over an extended period of time. As described in more detail below, we start with a large log of queries and URLs visited over a period of five weeks.   Each URL has a topical category (e.g., Arts, Business, Computers, etc.) associated with it.  We wish to understand the nature of topics that users explore, the consistency of the topics a user visits over time, and the similarity of users to each other, to groups of users, and to the population as a whole.  Beyond elucidation of topic dynamics from large-scale log analysis, we believe that better understanding of the dynamics of topic viewing over time will allow us to better  interpret queries and identify informational goals, and, ultimately, to better personalize search and information access. 
In the rest of the paper we construct probabilistic models of the pages visited by individuals, groups of individual and the population of users as a whole.   We report basic statistics about the number of topics that individuals explore, and topic dynamics as a function of time.  The main focus of our experiments is to predict the topic of each URL that an individual visits over time.  We use different techniques to predict the topics of URLs based on marginal topic distributions and Markov transition probabilities.   We use models derived from analyzing the patterns observed in individuals, groups of similar individuals, and the population as a whole.  
3.1 Models

3.1.1 Marginal Models
The marginal models simply use the overall probability distribution for each of the 15 topics. The marginal models serve as a baseline for richer Markov models.
3.1.2 Markov Models
The Markov models explicitly represent the probabilities of transitioning among topics.  That is, we consider the probability of moving from one topic to another on successive URL visits.   The model has 225 states, each representing transitions from topic to topic (including transitions to the same topic).
3.1.3 Time-specific Markov Models
The time-specific Markov models are a refinement of the general Markov model.  Again, we estimate the probability of moving from one topic to another, but use different models depending on temporal parameters.  In one case, we simply vary the time gap between when the model is built and when it is evaluated.   In another case, we build separate transition matrices for small time intervals (less than 5 minutes) and long time intervals (5 or more minutes) between successive actions to differentiate different topic patterns based on time interval.
We use maximum likelihood techniques to estimate all model parameters, and Jelinek-Mercer smoothing to estimate the probability distributions [11].
3.2 User Groups

We construct models for individuals and for groups, developing marginal and Markov models for individuals, similar groups, and the population as a whole.  We use these models to predict the behavior of individual users.
3.2.1 Individual

This technique uses the previous behavior of each individual to predict their current behavior.   We suspected a priori that this would be the most accurate method, but it requires a large amount of storage and, as we discovered, appears to have data scarcity problems for the more complex models.
3.2.2 Groups

This technique uses data from groups of similar individuals to predict the current behavior of an individual.   There are many techniques for defining groups of similar individuals.   For the experiments reported here, we grouped together all individuals who had the same maximally visited topic based on their marginal model.
3.2.3 Population

This technique uses data from the entire population to predict the current behavior of an individual.

4. EVALUATION
4.1 Data Set
4.1.1 Basic Characteristics

The basic data consists of a sample of instrumented traffic collected from MSN Search over a five week period from May 22 to June 29, 2004.  The instrumentation captured user queries, the list of search results that were returned, and the URLs visited from the search results page (but not pages that are viewed after this, since that would have required client-side instrumentation).  The basic user actions we worked with were: Client ID, TimeStamp, Action (Query, Clicked), and Value (a string for Query, a URL for Clicked).    The data in our sample includes more than 87 million actions from 2.7 million unique users.  Queries accounted for 58% of the actions and URL visits for 42% of the actions.  Client ID is identified using cookies, and no personally identifiable information was collected.   There is certainly some noise inherent in identifying individuals using cookies (as opposed to requiring a login).  However, this represents an important analysis scenario for search engine providers, and is the one we model in our work.
Because we have been interested in exploring query and topic dynamics over time, we selected a sample of 6,153 users who had more than 100 actions (either queries or URL visits) over the first two weeks.   This data set contains more than 660,000 URL visits for which we could assign topics (as described in detail in the next section) over the five week period.
4.1.2 Topic Categories
There are a number of ways to tag the content of URLs. We used topics from the Open Directory Project (ODP) [16].  The ODP is human-edited directory of the Web, which is constructed and maintained by a large group of volunteer editors. The directory contains more than 4 million Web pages which are organized into more than 500,000 categories.  For this experiment we used only the first-level categories from ODP.  Our method works at any level of analysis, but we focused on top-level categories to make comparisons with earlier work easier. We omitted the Regional and World categories since we were interested in topical distinctions, and added an Adult category.  The categories we used are: Adult, Arts, Business, Computers, Games, Health, Home, Kids and Teens, News, Recreation, Reference, Science, Shopping, Society and Sports.

Category tags were automatically assigned to each URL using a combination of direct lookup in the ODP (for URLs that were in the directory) and heuristics about the distribution of categories for the site and sub-site of a URL (for URLs that were not in the directory).   This technique is very quick to apply and gave about 50% coverage for the URLs clicked on.  In our analysis of topic dynamics, we ignored URLs that could not be assigned a category tag in this manner described above.  We studied the labels assigned to more than one hundred individuals in detail and did not detect any systematic bias in the URLs that were automatically assigned labels and those that were not.  As described in more detail below, we are currently exploring techniques for improving the coverage of automatic topic assignment for URLs and for incorporating the query into topic assignment.

One or more topics could be assigned to each URL.  On average, we found that there were 1.30 second-level and 1.11 first-level topics assigned to each URL.

4.1.3 Sample Logs
Tables 1a and 1b show samples from the logs of two individuals.   For each action, we show the Elapsed Time (in seconds since May 22, 2004 when our data collection started), the Action (query (Q) or click through on a URL (C)), the Value of the action (the query string or the clicked URL), and the automatically assigned First-level Categories (labeled TopCat1 and TopCat2).  We include both queries and URLs in these samples to provide context, but only URLs were analyzed in developing our topic models. The individual in Table 1a asks a number of different questions over a five week period, but most are in the general area of computers and computer games.  The individual in Table 1b shows much more variability in topics, including queries about arts, business, reference and health.[image: image1.wmf]Prediction Accuracy (F1), Markov Model
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4.2 Topic Prediction 

The main focus of our experiments was to predict the topic of the next URL that an individual will visit over time.    Models were built using a subset of the data for training (e.g., data from week 1) and used to predict the remaining data (e.g., data from weeks 2-5).   As outlined above, the main variables we explored were the type of model (Marginal, Markov, or Time-Specific Markov), and the cohort group used to estimate the topic probabilities (an Individual, a Group of similar individuals, or the entire Population).   We also varied the amount of training data used to build models and temporal characteristics of the training set.
We computed several measures for comparing the differences between two topic distributions.  We measured the Kullback-Leibler (KL) divergence between the two distributions [5].  The KL divergence is a classic information-theoretic measure of the asymmetric difference between two distributions.  We also computed the Jensen-Shannon (JS) divergence which is a symmetric variant of the KL divergence [5].   We also measured the predictive accuracy of the models in two different ways.  The first approach computes a single score for each URL based on the overlap between the actual topic categories and the predicted topic categories.   The second approach measures the accuracy of predicting each category, as is done in text classification experiments. We used the F1 measure, which is the harmonic mean of precision and recall, where precision is the ratio of correct positives to predicted positives and recall is the ratio of correct positives to true positives.  
Results from all the measures are in general agreement.  Below we present results of the F1 accuracy measure, because it is widely used in the text classification literature [15][26].  In all cases, we built a model based on some training data and evaluate the model on a holdout set of testing data.  For each test URL, we predicted which of the topics it belongs to.   Each URL can be associated with zero, one or more than one topics.   We compared these model predictions with the true category assignments generated by the automatic procedure described in section 4.1.2.   We report the micro-averaged F1 measure, which give equal weight to the accuracy for each URL.

5. RESULTS
5.1 General Data Characteristics
We explored several characteristics of the dataset before developing the topic prediction models.  For each individual we computed the total number of actions, queries, clicks, different topics and topic shifts.    The queries and session behaviors of the users in this sample are similar to users in studies of query logs [23]
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 \* MERGEFORMAT [24] in many respects.  We found that queries were 2.43 words long on average.  There were 2.49 actions per session (including both queries and URLs visited), where a session boundary is defined as a gap of more than 15 minutes between successive actions.  For the 6153 users that we studied in detail, we found that the average number of different topics represented in the URLs selected by an individual was 7.2 with a standard deviation of 2.1.   Very few individuals focused exclusively on one topic, and very few covered the full range of 15 topics over the five week period.
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Not surprisingly, the distribution of different topics is non-uniform.  The three most frequent topics are:  Arts (16%), Shopping (15%) and Society (12%).    Similar topics have been reported in previous query log analysis [1][13][24], although it is difficult to compare precisely because the categories used are not the same. Recall that the three most common topics in previous studies were: Spink et al. [24] Entertainment, Adult Content and Commerce; Beitzel et al. [1] Adult, Entertainment and Music; and Lau and Horvitz [13] Products and Services, Adult and Entertainment.  Our results on topic distributions were relatively consistent with the prior work, except that we see significantly less adult content than reported in these studies.  The lack of adult content in our URL analysis is because the search engine runs with an adult filter on by default, so not much adult content is returned in response to searches.  
Table 2 summarizes the transitions from one topic to another.  The rows represent the starting state and the columns the destination topic.   The values are normalized by row, so that sum of transitions from one state to all other states is equal to 1.  The bold numbers represent the most common transition in each row. In general, transitions from a state to itself are the most common.  There are some cases where transitions to the most common state (Arts) are higher than self transitions.  (This is the w1 Population Markov model, described in more detail in the next section.)
We now turn to our analyses of the accuracy of a variety of different models in predicting the topics of URLs visited by individuals.

5.2 Marginal and Markov Models

Figure 1 shows the accuracy for topic predictions for the Marginal and Markov models, and for each group of users (Individual, Group and Population).  For the data reported here we used week 1 (w1) data to train the models and evaluated the models on week 2 data (w2).   [image: image3.png]Client ID | Time Action Value TopCat1 TopCat2
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For the Marginal model, topic predictions are most accurate when using the Individual and Group models.  The similar performance of the Individual and Group models reflects the fact that we grouped users based on the maximum topic in week 1.   The advantage of the Individual and Group models over the population models shows that users are consistent in the distribution of topics they visit from week 1 to week 2.
Prediction accuracy is consistently higher with the Markov model than with the Marginal model for all groups.  This shows that knowing the context of the previous topic helps predict the next topic.   For the Markov model, topic predictions are most accurate with the Group and Population models.   We believe that the relatively poor performance of the Individual Markov model is a result of data sparcity, because many of the topic-topic transitions are not observed in the training period.  If we look at the self-prediction accuracy (using week 1 data to predict week 1 data), we find that the Individual model is the most accurate, with an F1 of 0.526.  The overfitting problem is clear when we try to generalize to week 2 data for individuals.  We explore the data sparcity issue in more detail below when we consider training size effects.  
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We have started to explore techniques for smoothing the Individual model with the Group or Population models when there is insufficient data, but we have not yet found any advantage over Group model.     Higher-order Markov models might be used to improve predictive accuracy. The state-pruning techniques described by Deshpanse and Karypis [7] offer an approach to balancing predictive accuracy and model complexity. 
5.3 Training Size Effects
Figure 2 shows the accuracy for topic predictions for Markov model for each group of users (Individual, Group and Population).  The data reported here uses week 5 as the test data, and different amounts of training data from combinations of data from weeks 1-4.   
The predictive accuracy of all the models (Individual, Group and Population) increases as more training data is used.    The increases are largest for the Individual and Group models.   The Population model improves from 0.379 to 0.385 (1.5%), whereas the Group model improves from 0.381 to 0.409 (7.4%) and the Individual model improves from 0.301 to 0.347 (15.8%).  The Group model shows small but consistent advantages.
5.4 Temporal Effects
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Figure 3 shows the accuracy for topic predictions for Markov model for each group of users (Individual, Group and Population).  The data reported here uses week 5 as the test data, and one week of training data with different time delays between training and testing.   

The predictive accuracy of all the models (Individual, Group and Population) increases as the period of time between the collection of data used for model construction and the data used for testing decreases.    The Population model improves only slightly from 0.379 to 0.381 (less than 1%) as the time gap decreases from 1 month (w1-w5) to 1 week (w4-w5).  The Population models are relatively stable over the 5 week period that we examined.  Individual and Group models show larger changes; the Group model improves from 0.381 to 0.398 (4.5%) and the Individual model improves from 0.301 to 0.332 (10.4%).  The Group model shows small but consistent advantages.   
We have also examined some finer-grained temporal dynamics.   We explored the construction of time-specific Markov models, by developing different models for short-term and long-term topic transitions.  We defined a short-term transition as one in which successive URL clicks happened within five minutes of each other; long-term transitions were those that happened with a gap of more than five minutes.   Predictive accuracy for the short-term transitions is higher than for the long-term transitions, reflecting the fact that even individuals whose interactions cover a broad range of topics tend to focus on the same topic over the short term.   When averaged over all transition times, there are only small changes in overall predictive accuracy.  The time-specific Individual Markov models are somewhat more accurate than the general Individual Markov models (0.311 vs. 0.301).  We believe there is promise in understanding finer-grained temporal transitions, and will continue to explore models that represent such differences.
When analyzing temporal effects, sampling issues need to be considered.  In the analyses described above, we fixed the test period to week 5, and built different predictive models for weeks 1-4.  Because not all individuals interacted with the system every week, there are somewhat different subsets of individuals represented in the different models.  We have also looked at temporal effects by building the models using week 1 data, and evaluating them using data from weeks 1-4.   In this analysis, the training models are consistent, but the evaluation set changes.   The pattern of results is similar to those shown in Figure 3, although the overall differences are somewhat smaller.   We could also have chosen only individuals who were consistently active during the five week period, but this reduces the amount of data that we have for estimating model parameters.
6. CONCLUSIONS AND FUTURE WORK

We have reported on the results of a large-scale study of the distribution of topics and topic transitions from web logs.  We examined the predictive accuracy of several different probabilistic models. We examined the relative accuracy of marginal and Markov models based on personalized and composite training sets.  We considered the influence of temporal proximity.   Overall, Group models provide a good balance between predictive accuracy and computational tractability for both marginal and Markov approaches.
We are in the process of extending the results with a detailed characterization of the reliability and failure modes of the automated tagging process. For this work, we are validating a subset of the data using human tags for both queries and URLs.   We are also exploring alternative techniques for category assignment, e.g., based on the content of the URLs [8], or the content of the queries [1][12][24].

We would like to explore a wider range of techniques for constructing Group models.   In the work reported here, we used a simple heuristic of grouping individuals who has the same maximal topic frequency.  Richer models that take into account not just the most common topic should improve the predictive accuracy of group models.

We are in parallel also working to apply the results to personalizing the search experience, both for the development of qualitative insights about visitations and transitions among topics, and for the application of real-time probabilistic models.  We see opportunities to enhance document ranking for individuals based on the topics they tend to search for, and more generally to tailor the spectrum of documents they are provided based on their queries and proximal and more global interaction histories. 
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Figure 3. Prediction accuracy (F1) for Markov models for different gaps in time between training and testing.








Table 1.  Sample user logs


a. Narrow focus on computer and computer games


�


b. Broader range of topics, arts, home, business, health, etc.


�





Table 2.   Markov transition probabilities for the Population model.  Data from week 1, 6153 users.
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�Figure 2. Prediction accuracy (F1) for Markov models when using different amounts of training data.
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Figure 1.  Prediction accuracy (F1) for marginal and Markov models for Individuals, Groups and Population.
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