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Abstract

We study the problem of concurrently supporting mul-
tiple radios with different capabilities and interfaces on a
single sensor node platform. Through a detailed experi-
mental study on hardware multi-radio platforms, using the
two representative radio technologies 802.15.4 and 802.11,
we identify bottlenecks and design tradeoffs that are usually
overlooked and that, as we show, have a significant impact
on the sensor network’s performance and energy efficiency.
Our findings are threefold. We show that a proper pairing
of processor and radio is crucial for taking the full advan-
tage of the energy efficiency of higher bandwidth radios.
The processor/radio pairing affects the energy balance of
a sensor node, thus making the design of dynamic switch-
ing among multiple radios more challenging. Second, we
demonstrate and quantify the impact of network traffic on
energy consumption of a sensor node while varying net-
work parameters, and illustrate the deficiency of existing
energy-optimizing protocols. Our results indicate that by
properly adjusting network parameters, such as packet size
and transmission period, energy savings of up to 50% can
be achieved under heavy network traffic conditions when a
CSMA-based MAC is used. We conclude by presenting a
set of guidelines for designing and implementing energy ef-
ficient multi-radio platforms.

1 Introduction

The adoption of battery operated sensor networks for
real world applications depends heavily on the battery life
of sensor nodes. Given the slow advance in battery tech-
nology (battery capacity has only been doubled over the
last 10 years [17]) and the ever increasing complexity of
sensing, processing and communication components, effi-
cient energy management becomes an essential component
of every sensor platform. Many research efforts have fo-
cused on multiple aspects of energy management, such as
low power sensor node design, energy harvesting, and ef-
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ficient scheduling at the node and network level. Most of
these efforts focus on reducing the energy spent on wire-
less communication since this is the most energy demand-
ing component on a typical sensor node.

The use of heterogeneous radios on a single sensor plat-
form becomes an increasingly popular mechanism for re-
ducing wireless communication energy dissipation [6, 8,
16, 18, 5]. The main idea behind this mechanism is to
opportunistically use two (or more) radios with different
energy and throughput characteristics to minimize the to-
tal energy consumption. For instance, Chipcon’s §02.15.4
compliant radio is a low power radio that can provide suf-
ficient data rates (250Kbps) for many sensor network ap-
plications. However, it is less energy efficient compared to
high-bandwidth radios such as 802.11b. The 802.11b ra-
dios have higher power consumption but they provide sig-
nificantly higher data rates (11Mbps). This means that high-
bandwidth radios can transmit more data in less amount of
time compared to low power radios and they can be more
energy efficient. For example, the energy per bit of the
802.15.4 radio (979nJ/bit) is almost 9 times higher than the
energy per bit of an 802.11b radio (112nJ/bit)[18].

Even though the energy per bit metric provides a base-
line for comparing the energy efficiency of different radios,
it fails to capture various system aspects that affect radio’s
energy dissipation. Besides high power consumption, ra-
dios like 802.11b have a large startup time. In other words,
the time it takes to power up and configure the radio is or-
ders of magnitude higher (approximately 2 to 3s) compared
to that of low power radios like 802.15.4 (less than 2ms).
This creates a fixed energy overhead that takes place every
time we power up the radio and that is independent of the
size of data to be transmitted. Under the presence of this
high startup cost, high bandwidth radios become more en-
ergy efficient only when a large number of bytes have to be
transmitted. In that way, the high startup cost gets amor-
tized as more and more bytes are transmitted. The exact
number of bytes above which 802.11b radio becomes more
energy efficient is usually called the break-even point be-



tween the two radios. In the case of 802.11b and 802.15.4
radios, the break-even point is usually large due to the huge
startup cost of the 802.11b radio.

Assuming the application data rate can be supported by
either of the two radios, the conventional approaches to
selecting one radio over the other are primarily based on
the per bit and startup energy consumption of the two ra-
dios [18, 12]. However, based on experimental data ac-
quired on hardware we identify that there are other fac-
tors such as the sensor node hardware architecture, the
background network traffic, and the network topology that
significantly affect the energy consumption of a given ra-
dio. Using a heterogeneous sensor node equipped with an
802.15.4 and an 802.11b radio, we performed an extensive
set of experiments, while varying various network param-
eters, that revealed several important system design issues
and guidelines for the energy efficient use of multiple ra-
dios. Our experimental findings provide valuable insight on
the following key design issues:

(1) How should multiple heterogeneous radios be inter-
faced to one or more processors on a single sensor node in
order to achieve maximum energy efficiency? In general,
most simplified energy dissipation models assume that we
can transparently swap the low and high power radios on
a low end sensor node and still take full advantage of both
radios. We show that radios spend a significant amount of
time interacting with the processor. The process of con-
figuring and writing packets to the radio can be time and
therefore energy consuming depending on the specific in-
terface of the radio and the speed of the processor to which
the radio is interfaced. A mismatch between the processor’s
capabilities and the complexity of radio’s interface can have
a significant impact on radio’s energy consumption.

(2) How is the break-even point affected by the way the
two radios are interfaced on the sensor node? In other
words, what parameters should the sensor node take into
account so that it knows when it is energy efficient to use
the high power radio? Through detailed measurements and
extrapolated data, we identify the major design bottlenecks
and tradeoffs that affect the break-even point between two
of the representative radios, the 802.11b and 802.15.4, and
that apply to any typical multi-radio platform similar to the
one used in our experiments.

(3) What are the major system-level bottlenecks and pa-
rameters that we have to model in order to get accurate
energy analysis of multi-radio platforms? Conventional ra-
dio energy consumption models focus mostly on the energy
consumption during active RF transmission or reception,
and on the energy consumption for powering up the radio.
However, given that specific radios have to be matched with
specific processors in order to maximize their energy effi-
ciency, the energy overhead of the matching processor has
to be also taken into account when considering radio’s en-

ergy overhead. Furthermore, we quantify the effect of back-
ground network traffic on radio’s energy consumption for
different network parameters, and we show that the radio
packet size has a substantial impact on radio’s energy con-
sumption. In particular, we demonstrate that larger packet
sizes result in significant energy consumption due to re-
peated transmission attempts. We suggest a measurement-
based technique at the MAC layer for selecting the appro-
priate packet size under given network conditions at run-
time that as we show can lead to energy savings of up to
50% when a CSMA-based MAC is used. We also discuss
the effect of network topology and radio transmission range
on radio’s energy dissipation.

Before delving into the details of our work we have to
first clarify its scope. First, our goal is not to just compare
two radios with different characteristics. We study the dif-
ferent design bottlenecks and tradeoffs that will allow us
to concurrently use both radios to maximize the energy effi-
ciency of a multi-radio sensor node platform. Second, while
the absolute numbers presented in this study are specific to
the hardware used, the tradeoffs and bottlenecks revealed
and analyzed in this paper should hold for any similar multi-
radio platform. Third, our focus is not on providing optimal
solutions to the dynamic radio switching problem at the ap-
plication level that would take into consideration the oper-
ating system, middleware and application stack properties.
Rather, it is on the underlying hardware configuration bot-
tlenecks and tradeoffs.

The rest of the paper is organized as follows. Section 2
provides an overview of the related work. Sections 3 and
4 describe the hardware and software infrastructure used
in the experiments presented in this paper. Section 5 ex-
amines how the processor speed and the hardware interface
between the radio and the processor affects the energy con-
sumption of the 802.15.4 and 802.11b radios . In Section 6
we present a detailed characterization of the impact of the
background network traffic on the energy consumption of
aradio. Section 7 describes various parameters that should
be considered when selecting a radio from multiple avail-
able radios. Section 8 concludes the paper by reviewing the
main findings of our work and discussing their implications
on the design and energy management of wireless sensor
networks.

2 Related Work

Several research efforts have focused on using multi-
ple radios to implement “wake-on-wireless”, where a low
power radio is used to wake up a high power radio [15, 13].
In contrast to efficiently waking up a high power radio,
our work examines how to efficiently select among multi-
ple radios and radio parameters for minimizing data trans-
mission’s energy consumption. To the best of our knowl-
edge, this is the first work that utilizes an actual multi-radio



sensor node to study the problem of energy-efficient radio
selection.

Other research projects in wireless sensor networks use
a combination of high power and low power radios where
the high power radios implement a high speed backbone
for efficient data transfer. Wan et al. use a collection of
line-powered nodes that contain both 802.11 and 802.15.4
radios that acts as virtual sinks to reduce network conges-
tion, where the 802.11 radios implement a high speed back-
bone [19]. Stathopoulos ef al. use a network of sensor
nodes with both 802.15.4 radios and 802.11 radios. The
802.15.4 radios implement a constantly available multi-hop
network while 802.11 radios are woken up to implement an
“on demand” end to end communication path with high data
rates [18]. In our work, we treat both 802.11 and 802.15.4
radios as equal and examine the radio and parameter selec-
tion for achieving energy efficient data transmission.

The work by Pering et al. is perhaps the closest to our
work in terms of selecting an appropriate radio for mini-
mizing energy [12]. The authors suggest that, when select-
ing a radio for communication, the low power Bluetooth
radio must be used as long as the available bandwidth can
support application needs rather than examining the most
efficient radio selection under given conditions. Our work
shows that these design decisions are not always the most
energy efficient, and examines how to select the most en-
ergy efficient radio based on the sensor node architecture
and the runtime network parameters.

More complementary rather than comparable to our
work, are the research efforts in quantifying the energy
overhead caused when large packets are used due to fre-
quent bit errors [4, 11]. This type of analysis affects the
design of the MAC layer. We focus on the effect of applica-
tion level parameters such as the packet size and the packet
transmission period on the energy consumption of CSMA
protocols due to multiple transmission attempts.

Some solutions aimed at reducing radio energy propose
new MAC protocols that adjust their parameters appropri-
ately to reduce multiple retransmission attempts [3]. Our
approach is to modify application level parameters, such as
packet payload size, while being compatible with 802.15.4
and 802.11 MAC layer specifications.

3 Hardware Infrastructure

The centerpiece of our infrastructure is the mPlatform
sensor node [6]. The mPlatform consists of a collection of
stackable hardware modules with a common hardware in-
terface. Some of the mPlatform modules are general pur-
pose processing boards while others are special purpose
modules such as radio boards, sensor boards, and power
boards. A high speed parallel bus enables fast and scalable
communication between different modules. The mPlatform
hardware architecture enables us to create custom sensor

Figure 1. An mPlatform node with the 802.11
and 802.15.4 radios.

node configurations with heterogeneous processing and/or
communication capabilities by stacking together the appro-
priate modules. For our experiments, we used an mPlatform
node equipped with an 802.15.4 radio module, an 802.11b
radio module, and a power module (Figure 1).

The 802.15.4 radio module uses the CC2420 radio chip
from Chipcon. This radio chip is interfaced to a low power
16-bit microcontroller, the MSP430F1611 from Texas In-
struments, located on the same module. The microcon-
troller operates at 6MHz and is interfaced to the radio chip
using the SPI bus and several GPIO pins. On the microcon-
troller side, we have implemented our own MAC layer that
is compliant with the CSMA portion of the 802.15.4 spec-
ification. The use of an 802.15.4 compliant MAC makes
our node interoperable with other widely used sensor nodes
such as Telos, MicaZ and XYZ. Hence our experimental
results are directly applicable to a variety of current state-
of-the art sensor platforms. The CC2420 radio has a max-
imum effective data rate of 250Kbps, a maximum packet
size of 128 bytes, and low current consumption that ranges
10-18mA for transmitting data and up to 20mA for listen-
ing/receiving data.

The 802.11b radio module consists of a WL1100C-CF
radio card from Ambicom [2]. It supports a data rate
of 11Mbps and a maximum packet size of 1500 bytes
while consuming approximately 350mA for transmitting
and 230mA for receiving data. The card is interfaced to
an MSP430F1611 microprocessor that uses its GPIO pins
to control the 802.11b radio by driving the appropriate pins
on the CompactFlash interface of the radio card. In the case
of the 802.11 radio the actual MAC layer is already imple-
mented on the baseband processor of the 802.11 card. As a
result of this, there is no software MAC layer running on the
microprocessor. Note, that the absolute measurements pre-
sented in this paper will only apply to the specific card since
other 802.11-based cards might have slightly different char-
acteristics. However, the broader design bottlenecks and
tradeoffs demonstrated in this paper suggest several system
design guidelines that should be exercised when interfacing
radios to processors.

4 Experimental Setup

In all of our experiments, we opted not to use an operat-
ing system on our sensor node. Instead, a simple C program
containing the drivers for each radio and the MAC layer for
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Figure 2. The setup used for measuring
power consumption and timing of radio
events.

the 802.15.4 radio was used. This allowed us to acquire ac-
curate timing and power information for both radios ignor-
ing possible operating system overheads and limitations.

All the measurements presented in this paper were ac-
quired using the MSP430F1611 microprocessor. Whenever
data is provided or displayed for another processor (e.g.
ARM7TDMI or PXA) to demonstrate design bottlenecks
and tradeoffs, this data was extrapolated (and not measured)
using the actual measured data of the MSP430 processor.

The hardware configuration shown in Figure 1 was used
for all of the experiments described in Sections 5 and 6.
During each experiment only one of the two radio modules
was used.

Time and power information for each radio chip was
recorded as shown in Figure 2. To obtain power consump-
tion, we acquired the current consumption of each radio by
measuring the voltage drop across a 1 Ohm (1%) resistor
connected in series with the power supply of each radio. We
measured the voltage drop using a high-speed data acquisi-
tion (DAQ) card [9]. Two GPIO pins of the microprocessor
controlling the radio were used to signal the occurrence of
different events of interest (e.g. radio packet was submitted
to the MAC layer, radio packet was sent, radio packet was
dropped etc.). The DAQ card was continuously recording
all input signals at a rate of 75000 or 25000 samples per
second depending on the type of the experiment. After each
experiment, we were able to reconstruct the exact timing of
each event and compute its power consumption by analyz-
ing the firing patterns of the GPIO pins and the measured
current consumption. Given that the packets that are sub-
mitted to the MAC layer are served in a FIFO order we can
easily link these events over time and assign them to spe-
cific packets. In addition, since we were recording all input
signals concurrently and at a constant high rate, we were
able to easily estimate the time that elapsed between events
using the timestamps provided by the DAQ card.

This setup enabled us to accurately compute the trans-
mission time of every radio packet submitted to the MAC
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Figure 3. The 802.15.4 current vs. payload.

layer. In the rest of the paper we use the term transmission
time of a packet to refer to the difference between the time
that the processor starts sending a packet to the MAC layer
and the time the last bit of that packet appears on the ra-
dio channel. Note that this time interval includes the time
it takes the processor to construct the packet (e.g. create
headers etc.), write the packet to the radio, and the time to
transmit the packet over the radio channel.

In the case of Chipcon’s CC2420 radio we used 802.15.4
compliant packets including an 11-byte header, followed by
the packet payload, and the Frame Control Sequence (FCS)
and CRC bytes. To do a fair comparison between the two ra-
dios, we used plain Ethernet packets for the 802.11b radio.
This eliminated the need for sending large TCP/IP headers
that can significantly increase the size of each packet. Every
802.11 packet contains the destination and source Ethernet
addresses (7 bytes each), the protocol type (2 bytes), the
payload length (2 bytes), and the payload.

5 Radio Energy Profiling

The goal of our first set of experiments was to charac-
terize and compare the performance of the two radios under
no background network traffic. We interfaced an mPlatform
node to the DAQ card as shown in Figure 2. Then using
each radio, we transmitted packets while varying their pay-
load sizes. For each packet size, 10 different packets were
transmitted. Figure 3 shows the current consumption of
the 802.15.4 radio for different payload sizes at the lowest
transmission power level; Figure 4 shows the current con-
sumption of the 802.11 radio for different payload sizes.

For the 802.15.4 radio, the different states of the packet
transmission process are visible in Figure 3. First, the
packet is constructed and written to the radio over the SPI
interface. During this phase the receive circuitry is turned
on resulting in a current consumption of ~20mA. Once the
packet has been written, the send command is sent, result-
ing in the transmission of the RF packet. The current con-
sumption during packet transmission is ~ 10mA because of



the lowest transmit power level we used to easily identify
the different phases of the packet transmission process. The
highest transmit power level results in a current consump-
tion of ~18mA. At the end of the RF transmission, the radio
returns to its default state of listening to the channel. We ob-
serve that two time intervals increase with the payload size:
the time interval for sending the packet to the radio, and
the time interval for completing the RF transmission. Note
that constructing and writing the packet to the radio corre-
sponds to ~22% of the total time taken for completing the
actual RF packet transmission. This shows that simply con-
sidering the RF transmission time of a packet gives a very
optimistic value for the radio energy consumption '

In Figure 4 we observe a similar effect for the 802.11
radio. However, now the actual transmission time of the
packet is extremely small compared to the time it takes for
the processor to write the packet into the radio. Since the
802.11b radio transmits at a data rate of 11Mbps, the ac-
tual transmission time of a specific number of bytes is very
small compared to that of the 802.15.4 radio which can only
offer a maximum data rate of 250Kbps. Thus, the ratio of
the time to write the packet over the time to actually trans-
mit the packet is much higher in the case of the 802.11b
radio. In practice, this results in prolonging the time that
the high bandwidth radio is operating in idle mode. Given
the extremely high current consumption of 802.11b in idle
mode (~ 235mA), it is apparent that ignoring the energy
dissipation due to writing the packet into the radio results in
a completely inaccurate estimation of the operational cost
for the 802.11b radio.

An even more interesting conclusion can be drawn by
comparing the time it takes to write a packet of the same
size for both radios. Figures 3 and 4 clearly show that
the time it takes to write a packet of the same size to the
802.11b radio can be up to 4 times higher than the time it
takes for the 802.15.4 radio. This is due to the fact that the
two radios have completely different I/O interfaces. The
802.15.4 radio provides a very simple and efficient inter-
face that was specifically designed for low-end micropro-
cessors. On the other hand the interface of the 802.11b radio
is much more complex including the need for allocating/de-
allocating buffer space on the baseband processor before the
microcontroller can actually start writing data to it. This,
along with the fact that the MSP430F1611 microprocessor,
used to control the radio, operates at 6MHz, creates a ma-
jor bottleneck on the node’s communication path. As we
will show in the next section, this inefficiency in the /O
interface of the 802.11 radio and the MSP430 processor,
combined with its high power consumption (approximately
14 times higher than that of the 802.15.4) can completely

I'This is true even though it is possible that the packet construction and
packet RF transmission overlap under very specific communication pat-
terns reducing the packet construction overhead.
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Figure 4. The 802.11 current vs. payload.

eliminate the energy efficiency advantage of a high band-
width radio.

5.1 Ideal Break-Even Point Calculation

By fitting a linear curve to the measurements shown
in Figures 3 and 4 we can compute the transmission time
(T) and the energy consumption (E) when sending a single
packet as a function of packet’s payload size for both radios:

Tso2.15.4(ms) = 0.041 x  +0.91,5 <z < 117 (1)

Tgog_ll(ms) =0.014 x x + 38, 5 <zx< 1500 (2)
E802_15_4(mJ) =0.0026 x x + 005, 5 S x S 117 (3)
E802_11(mJ) =0.011 x z + 3, 5 <z < 1500 (4)

A graphical representation of these equations is shown
in Figures 5 and 6. Using equations (1), (2), (3), and (4) we
can calculate the time and energy required by the two radios
when transmitting an arbitrary number of bytes. Figures 7
and 8 show the results of these calculations assuming that
maximum size packets are used for both radios (128 bytes
for 802.15.4 and 1500 bytes for 802.11). As Figure 7 shows,
when the total numbers of bytes to be sent increases above
the maximum number of bytes that can be sent in a sin-
gle 802.15.4 packet, the transmission time of the 802.11 ra-
dio becomes less than the transmission time of the 8§02.15.4
radio. Furthermore, this transmission time improvement in-
creases as the total number of bytes sent increases. In partic-
ular, when the number of bytes to be sent is equal to 16KB
we get a performance improvement of a factor of 4. This
is due to the fact that the 802.11 maximum packet size is
more than 11 times larger than that of the 802.15.4 (1500
bytes vs. 128 bytes). Therefore, the overhead of structuring
the packet and writing/sending the packet header is incurred
less number of times with the 802.11 radio.

Even though we get an improvement in terms of trans-
mission time when using the 802.11 radio, the radio energy
dissipation does not follow the same trend. As Figure 8
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shows, the use of the 802.11 radio does not reduce the en-
ergy consumption. Note that the 802.15.4 radio is always
more energy efficient than the 802.11 radio (when 802.11
is interfaced to the MSP430 processor), and that the perfor-
mance gap between the two radios increases as the number
of bytes to be sent increases. This means that there is no
break-even point between the two radios! This is caused by
two important factors:

1. The operating power consumption of the 802.11 is
significantly higher than the power consumption of
the 802.15.4. As a result of this, the power ineffi-
ciency of the 802.11b radio dominates its transmis-
sion time efficiency. For instance, according to Fig-
ure 7, the data transmission time for sending 16KB
of data using 802.11 is 4 times lower than the data
transmission time of the 802.15.4. However, as Fig-
ures 3 and 4 indicate, the 802.11b can be up to 11
to 12 times more power hungry than the 802.15.4.

As a result of this: Ego2.11p Proz 116%T802.116
* FEso2.15.4 Pgo2.15.4%T802.15.4

T802.15.4
12+ Pgoa.15.4% —50215.4

=3>1.

Pgo2.15.4%T5802.15.4

2. Due to the complex I/O interface of the 802.11 ra-
dio and the slow microprocessor used, the time taken
for writing a packet to the radio is much longer than
the corresponding time taken for the 802.15.4 radio.
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Figure 7. Projected data transmission times
vs. data size.
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This, combined with the high power consumption of
the 802.11 leads to a significant energy consumption
overhead compared to the 802.15.4 radio.

Consequently, the combination of (1) the high power
consumption of 802.11 and (2) the increased packet 1/O
time due to the inefficient I/O interface of 802.11 and
the low-end microprocessor controlling the 802.11, makes
802.11 always less energy efficient than 802.15.4.

5.2 Sensor Node Design and Modeling
Implications

The experimental results in the previous section demon-
strated that 802.11b is less energy efficient than 802.15.4.
This is mainly due to the use of a low end processor to con-
trol the 802.11b radio. Such a processor is incapable of
efficiently managing radio’s I/O interface, thus resulting in
a significant increase in the packet I/O time. During this
time, the radio has to be in its idle state drawing more than
230mA from the power supply.

This observation highlights that not every processor is
capable of efficiently driving a given radio. Instead, a
proper matching between a heterogeneous set of proces-
sors and radios is required. In order to take advantage of
the low per-bit energy of high bandwidth radios, higher-end
processors operating at sufficiently high speeds have to be
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used. To better visualize this consider Figure 9 where the
overall transmission time for different data sizes is shown
when different processors are used. The results for 3 widely
used processors are shown: (1) the MSP430F1611 running
at 6MHz [6, 14], (2) the ARM7TDMI running at 60MHz [7]
and (3) the Intel PXA processor running at 200MHz [1]. For
the ARM7TDMI and PXA processors, the data transmis-
sion times were extrapolated from the measurements taken
with the MSP430F1611 processor. It is clear, that when a
faster processor is used, the overall data transmission time
is dramatically reduced.

As Figure 10 shows this has a tremendous impact on the
energy consumption of the 802.11b radio. The fact that we
can minimize the idle time of the radio results in a large en-
ergy reduction. The faster the processor we use, the smaller
the idle time and therefore the smaller the radio energy con-
sumption.

Even though Figure 10 compares the energy consump-
tion of the two radios under different configurations, it ig-
nores two important parameters: (1) the startup cost of the
two radios and (2) the significantly different transmission
ranges of the two radios. On one hand, the 802.11b has a
large startup energy overhead compared to the 802.15.4 ra-
dio. On the other hand, the transmission range of the 8§02.11
radio is typically 3 times larger than the transmission range
of the 802.15.4 radio. Therefore, when considering a net-
work of nodes, in the worst case, 802.15.4 might require
3 times as many sensor nodes (and thus 3 times as many
transmissions) as 802.11.

Figure 11 shows a comparison between the energy con-
sumption for the two radios while taking into account both
the startup energy as well as the RF range. Note that now
we can clearly identify the break-even points for the two ra-
dios under multiple configurations. Initially, due to the high
startup energy overhead, 802.11b is less energy efficient.
However, as the amount of data to be transmitted increases,
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this cost gets amortized and eventually 802.11b becomes
more energy efficient than the 802.15.4 radio. Note that this
break-even point is reached at a smaller number of bytes
when 802.11b is interfaced to a faster processor or when
the smaller transmission range of the 802.15.4 is taken into
account. For instance, when the 802.11b is interfaced to
the ARM processor, it becomes more energy efficient than
the 802.15.4 only when more than 1.15 million bytes have
to be transmitted. When the ranging effect is taken into
account this number drops down to 250000 bytes. When
the PXA processor is used to control the 802.11b radio,
these break-even points become even smaller: 745000 and
230000 bytes respectively (we note that these numbers still
assume a GPIO driven CF interface implementation by the
ARM and PXA processors; a comparable processor with a
special purpose hardware CF interface will reach the break-
even point at a smaller number of bytes).

However, note that even when a very fast processor is



used, we still cannot claim that it is more energy efficient
to use the 802.11b radio instead of the 802.15.4. The rea-
son is that the faster processor usually comes at the expense
of higher power consumption which adds to the total en-
ergy consumption of the sensor node. As a result of this,
solely considering the energy consumption of the radio is
not enough. Instead, the energy consumption of the proces-
sor used to drive the radio should also be considered. There-
fore the question: ”Which radio is more energy efficient?”,
now becomes: ”Which pair of processor/radio combination
is more energy efficient?”. To better illustrate this, con-
sider the case where the 802.15.4 radio is interfaced to an
MSP430 processor (low bandwidth) and the 802.11b radio
is interfaced to an ARM processor (high bandwidth). The
ratio of energy consumptions of these two configurations is
as follows:

Ehnighbandwidth — Earm + Egoz.116

Eiowbancwidath  Emspazo + Es02.15.4 ©)
Note, that the terms Erspazo and E 4gps refer to the en-
ergy consumption of the processors due to radio I/O oper-
ations only and do not include energy spent on other pro-
cessing tasks.

According to equation (5), in order to find out which con-
figuration is the most energy efficient, it is not enough to
simply compare the energy consumption of the two radios.
In other words, Egp2.116 < Egp2.15.4 does not imply that
Ehighbandwidth < Elowbandwidth and vice versa . Thus, we
have to jointly consider the energy consumption of the radio
and the processor.

6 The Network Traffic Effect

So far, in our experiments only one node was accessing
the radio channel. However, in real sensor network deploy-
ments multiple sensor nodes with overlapping transmission
ranges have to concurrently transmit data. We show that
this need to share the radio channel can impact radio energy
consumption in various ways.

In particular, we quantify the impact of sharing the radio
channel on packet transmission time and radio energy con-
sumption for different network parameters. We ran our ex-
periments under a typical one-hop neighborhood of a sensor
network where a node is exposed to RF traffic from multi-
ple neighboring nodes. We did so by scaling the number of
sensor nodes, that were concurrently transmitting, from one
up to five. Each sensor node was periodically generating
1000 packets for transmission. Different experiments were
run while varying the number of nodes used, the period at
which each node generated packets and the size of the trans-
mitted packets. The experiments were run using a group of
802.15.4 radios and a group of 802.11 radios.

Note that the purpose of these experiments was not to
characterize the MAC layer of the two radios in absolute
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Figure 12. Empirical CDF of a single 802.15.4
packet transmission time for a given number
of nodes and across different parameters.

terms. Different application parameters, communication
patterns, hardware platforms, and operating environments
can have a significant impact on such a characterization.
Hence, our experiments aimed at revealing major trends and
tradeoffs, and providing an indication of the impact that the
background network traffic can have on radio energy con-
sumption. The reader should not use the experimental re-
sults presented in this section as an absolute characteriza-
tion of the MAC layer of the two radios.

6.1 The 802.15.4 Radio Performance

Figure 12 shows the empirical cumulative distribution of
the packet transmission time for 802.15.4 radios as we vary
the packet generation period, the packet size, and the num-
ber of nodes. Each column of plots shows the effect of in-
creasing the packet generation period for a fixed packet size.
Each row of plots shows the effect of increasing the packet
size under a fixed packet generation period. The impact due
to varying these parameters can be clearly seen in the first
row and the last column where the network traffic is high.
Initially (10ms and 10 bytes) the effect on packet’s trans-
mission time is negligible even with 5 nodes. However, as
we increase the size of each packet, the impact due to net-
work traffic becomes noticeable. In particular, with a 50
byte packet and 5 nodes, the packet transmission time can
become more than twice the minimum time with a proba-
bility of ~40%. With 100 byte packets, not only does this
probability jump to approximately 70% but the same effect
appears with 4 or even 3 nodes.

This increase in transmission time can be explained as
follows. The increased packet size results in longer channel
usage for a single sensor node. However, since each node
generates packets at a fixed rate, the probability of a packet
transmission attempt getting backed off due to detecting a
busy radio channel increases as the packet size increases. A
backed off packet transmission attempt causes the packet to
be buffered for a later transmission attempt, resulting in an

100
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Figure 13. Empirical CDF of a single 802.15.4
packet transmission time for a given packet
size and across different parameter values.

increased transmission time. In addition to this extra delay,
when a new packet is submitted to the MAC layer and the
packet queue is not empty, the new packet has to wait for
all the packets in the queue to be transmitted (or dropped)
resulting in an increased transmission time.

Similarly, when the packet size is fixed and the packet
generation period decreases the packet transmission time
increases. For instance, as Figure 12 shows (last column)
when packets of 100 bytes are generated every 40ms, the
packet transmission time increases only when 5 nodes are
used. In contrast, when packets of 100 bytes are generated
every 10ms, the packet transmission time is significantly af-
fected when 4 or even 3 nodes are used.

The same trends can also be seen in Figure 13. The off-
set of the different lines in every plot corresponds to the dif-
ference, in terms of transmission time, for different packet
sizes. It is clear, that as the number of nodes increases, the
packet transmission time also increases, since more nodes
have to share the radio channel. However, the effect on the
packet transmission time is more intense when larger packet
sizes or smaller packet generation periods are used.

Figure 15 shows that the per-packet radio energy con-
sumption follows the same trends as the packet transmission
time. As the number of nodes increases, radio channel con-
gestion increases and therefore the radio energy consump-
tion increases. However, we again observe that the packet
size has a major impact. With 5 nodes and a packet gen-
eration period of 10ms, the average per-packet energy con-
sumption is only slightly affected for a packet payload of
10 bytes. In contrast, when a payload of 50 or 100 bytes
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Figure 15. Per-packet 802.15.4 energy dissi-
pation as a function of different network pa-
rameters.

is used, the average per-packet energy consumption can be
as much as 2 or even 3 times higher respectively. Again,
as the packet generation period increases the per-packet en-
ergy dissipation decreases.

6.2 The 802.11b Radio Performance

Measuring the effect of network traffic on the perfor-
mance of the high-bandwidth 802.11b radio was more chal-
lenging than that of the 802.15.4 radio. Instead of capturing
the variation in the overall packet transmission time, as de-
fined in Section 4, we decided to measure the variation in
the time that elapses from when we start sending the “’send
packet” command to the radio (the packet has already been
structured and written to the radio) until the time the proces-
sor has been notified about the successful or unsuccessful
transmission of the packet. This measurement methodol-
ogy was used because the time it takes for the processor to
write a packet to the radio is very large due to the complex
interface of the 802.11b radio and the limited capabilities of
the processor. Given the high data rate of the 802.11b radio
(11Mbps) the actual RF transmission time is almost negligi-
ble when compared to the time it takes to contruct and write
the packet to the radio. Thus, in order to observe transmis-
sion time variations we had to ignore the constant overhead
of constructing and writing the packet to the radio.

Figure 14 shows the empirical cumulative distribution of
the packet transmission time as we vary the packet genera-
tion period, the packet size, and the number of nodes. Each
column of plots shows the effect of increasing the packet
transmission period for a fixed packet size. Each row of
plots shows the effect of increasing the packet size for a
fixed packet generation period. In contrast to the 802.15.4
radio, in all cases, even when the maximum number of
nodes is used along with the maximum packet size and the
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and across different parameters.

minimum generating period, there is no significant varia-
tion in the packet transmission time for the 802.11b ra-
dio. The explanation for this is twofold. First, due to the
mismatch between the MSP430 processor and the complex
802.11b radio interface, it is very difficult, if not impossible,
to stretch-test the MAC layer of the 802.11b radio. This is
because the processor cannot write packets to the radio fast
enough to create congestion on the radio channel. For in-
stance, as demonstrated in Section 5, it takes almost 15ms
to write a packet of 800 bytes payload to the radio card,
while it takes less than Ims to transmit it on the RF chan-
nel. Second, the radio’s MAC processor is much faster than
the MSP430 microprocessor. This enables the 802.11b ra-
dio to quickly back-off and retransmit a packet compared
to the time it takes for the low power processor to write a
packet to the radio.

6.3 Re-Thinking Energy Efficiency

Quantifying the impact of packet size on the average
packet transmission time and energy consumption unveils
an important design tradeoff that is often overlooked. Un-
der no bit errors, it is widely accepted that it is more energy
efficient to transmit as many bytes as possible in a single
packet. This is due to the fact that the overhead of con-
structing a packet and sending the headers of a packet oc-
curs a smaller number of times, resulting in less energy be-
ing wasted with larger packets. Indeed, our measurements
in Section 5 verified this for both radios. However, these
measurements did not take into account the presence of net-
work traffic on the radio channel which can significantly af-
fect the radio energy consumption. As a result, the answer
to the following question becomes non-trivial:

What is the most energy efficient way of transmitting a
specific amount of data in a wireless sensor network?

To better demonstrate this, we use the computed aver-
age packet energy consumption from Figure 15 to answer
this question under different network traffic conditions. In
particular, even though different packet sizes were used, we
set the overall number of bytes to be sent to be always the

same and equal to 100000 bytes. This corresponds to 1000,
2000 and 10000 packets of size 100, 50 and 10 bytes re-
spectively. The overall energy consumption due to packet
transmissions for all the different packet sizes and for dif-
ferent network parameters are shown in Figure 16. In all
cases when only one or two nodes are used, the most en-
ergy efficient way for transmitting the data is to use the
maximum allowable packet size. However, as the network
traffic increases (more sensor nodes or smaller packet gen-
eration period), we observe that it is more energy efficient,
by up to 50% in certain cases, to reduce the packet size in
half or reduce the packet generation period. In these cases,
when maximum-size packets are used, the channel becomes
congested resulting in increased energy consumption due to
multiple transmit attempts and buffering at the MAC layer.
As Figure 16 shows, in many cases this overhead can nul-
lify the energy savings due to maximum-size packets. By
reducing the packet size, we allow the nodes to better share
the radio channel and thus reduce the energy overhead due
to MAC buffering and re-transmissions, making the overall
communication more energy efficient.

7 Energy Efficient Radio Selection

The experimental study presented in this paper revealed
and quantified various bottlenecks and parameters that have
a significant impact on radio energy consumption. These
parameters can be roughly classified into two categories:
the off-line and on-line parameters. The former category
contains those parameters that do not change over time. In
other words, we can compute them once and reuse them
as necessary. The latter category contains those parame-
ters that change over time and depend on network charac-
teristics such as background traffic and network topology.
These parameters need to be periodically updated to reflect
the current network status.

The set of off-line parameters that were identified and
studied in detail in Section 5 are: (/) radio energy consump-
tion due to RF communication, (2) radio energy consump-
tion due to I/O operations, (3) radio startup energy overhead
and we have considered the processor energy consumption
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sipation for sending 100000 bytes across dif-
ferent parameter values.

for radio I/O operations. Quantifying these parameters us-
ing real hardware measurements enables us to build the off-
line part of the model that describes a sensor node’s com-
munication related energy. This off-line model takes a form
similar to Figure 11, which identifies various break-even
points between two or more radios given a set of off-line
parameters.

Even though such a break-even point is indicative of the
relative energy efficiency between two radios, typically, this
alone is not enough for selecting the most energy efficient
radio at a given instance. The reason is that this model ig-
nores the effects due to the run-time behavior of the sensor
network, such as the background traffic which can have a
significant impact on the energy consumption as described
in Section 6.

Such run-time effects are captured by the on-line set of
parameters that were partially identified and discussed in
Section 6: (1) the transmission packet size, and (2) the
rate the packets are generated, under different background
network traffic levels. When the radio channel becomes
congested, simplistic energy management techniques that
use minimum packet generation period or maximum packet
size, can increase rather than decrease the overall energy
consumption. For example, Section 6 shows that significant
energy savings can be obtained by using a smaller packet
size equal to half the maximum size, and by decreasing the
packet generation period.

One factor that we have not examined so far is how
asymmetry in network topology, due to different transmis-
sion ranges of the radios, impacts the radio energy con-
sumption. In general, low power radios like the 802.15.4
have a smaller (a factor of 2 or 3) transmission range com-
pared to high power radios like the 802.11b. Depending

on the network topology, the higher transmission range
could translate to a smaller break even point for the two
radios. For example, a one-hop packet transmission in
the 802.11b radio might correspond to a two or three-hop
packet transmission in 802.15.4. This effect, when aggre-
gated at the network level, can cause the energy consump-
tion of 802.15.4 to be two or three times higher than that
computed from the off-line parameters.

Given the complete set of parameters, both on-line and
off-line, one can use the following line of reasoning to de-
termine the most energy efficient radio at a given instance:

(1) Use the off-line parameters to uniquely identify the
break-even point between the radios.

(2) After discovering the network topology, take into ac-
count the transmission range effect when possible in the cal-
culation of the break-even point.

(3) Under light network traffic use the computed break-
even point to choose which radio is the most energy ef-
ficient. Under heavy network traffic, properly adjust the
packet size and packet generation period at the application
level, and recompute the break-even point. Choose the most
energy efficient radio based on the re-computed break-even
point.

Note that this sequence of steps is only a high level
sketch of an algorithm. Developing such an algorithm is
beyond the scope of this paper. Instead, this paper focuses
on identifying and evaluating the main parameters and de-
sign decisions for developing such an algorithm.

8 Discussion

Our experimental findings, presented in the previous sec-
tions, can be used as a guideline for designing the next gen-
eration energy efficient multi-radio sensor platforms. Our
experimental results provide valuable insight and design
guidelines on the following three topics:

(1) How can we efficiently interface a heterogeneous set of
processors to a heterogeneous set of radios? Our exper-
imental results show that the main problem in interfacing
different processors to different radios is the mismatch be-
tween the capabilities of the processor and the requirements
of the radio interfaces. On the one hand, a low power pro-
cessor cannot efficiently drive a high-bandwidth radio be-
cause the processor is not fast enough, and on the other
hand a high-end processor cannot efficiently drive a low-
end radio because of the power overhead of the processor.
A flexible solution to this problem would be to decouple the
different processor and radio interfaces through a bridge.
This bridge could be a custom ASIC chip (or a CPLD for
experimentation purposes) that on one side implements a
simple asynchronous interface for communicating at max-
imum speed with any type of processor, and on the other
side provides efficient high-speed implementations of the
different radio interfaces. This enables high-speed commu-



nication between any processor and radio without having to
worry about radio specific interface details. This approach
is similar to the bus abstraction used in mPlatform [6] for
achieving scalable, high-speed communication among het-
erogeneous processors in a stackable sensor node. A sim-
plified, high-level analysis of this approach, which demon-
strated significant energy savings, was first presented in [5].
(2) What is the desired feature set of a high-bandwidth ra-
dio specifically designed for sensor network applications?
The 802.11b radio was designed for a different set of appli-
cations and with a different set of goals in mind compared
to wireless sensor networks. The context in which these ra-
dios were designed and the intended mechanisms for inter-
facing them explain the complexity and inefficiency of their
I/O management when interfaced to a low-end processor.
Ideally, a high-bandwidth radio for sensor networks should
combine the simple and efficient I/O and management in-
terface of low power radios such as Chipcon’s CC2420 with
the high data rates and the embedded MAC layer capabil-
ities of the 802.11 radios. Of course the requirement for
higher data rates automatically translates into higher power
consumption. However, as long as a low power processor,
such as the MSP430 running at a maximum clock speed of
8MHz, can access the radio at an appropriate speed, then it
will be able to take full advantage of the energy efficiency
of the radio. Current state-of-the-art radios for sensor net-
works already embed the MAC layer inside the radio chip
and offer simple and efficient I/O interfaces [10]. Adding
the ability to transmit data at rates similar to the ones of the
802.11b radio would make these radios ideal for the wire-
less sensor network domain. Another very important factor
is the time it takes to configure the radio before it can be
used. In general, this cost should be minimized and the
whole process should be simple enough, as in the 802.15.4
radio, where less than a few milliseconds are required to
power up and start transmitting packets over the radio.

(3) How can we design energy efficient data transmission
protocols that are congestion aware? Our experimental re-
sults indicate that applying simple data transmission princi-
ples, such as always transmitting packets of maximum size,
can have a negative impact on radio’s energy consumption.
Instead, we have identified that by properly adjusting the
run-time parameters, such as the packet size and the packet
generation period, we can significantly reduce radio’s en-
ergy consumption under heavy network traffic. It is clear
that an energy efficient data transmission protocol has to be
aware of the current level of the radio channel congestion,
while being able to adjust application level parameters such
as the packet size and the packet rate.
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