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ABSTRACT
The huge amount of knowledge in web communities has mo-
tivated the research interests in threaded discussions. The
dynamic nature of threaded discussions poses lots of chal-
lenging problems for computer scientists. Although tech-
niques such as semantic models and structural models have
been shown to be useful in a number of areas, they are in-
efficient in understanding threaded discussions due to three
reasons: (I) as most of users read existing messages before
posting, posts in a discussion thread are temporally depen-
dent on the previous ones; It causes the semantics and struc-
ture to be coupled with each other in threaded discussions;
(II) in online discussion threads, there are a lot of junk posts
which are useless and may disturb content analysis; and (III)
it is very hard to judge the quality of a post. In this paper,
we propose a sparse coding-based model named SMSS to
Simultaneously Model Semantics and Structure of threaded
discussions. The model projects each post into a topic space,
and approximates each post by a linear combination of pre-
vious posts in the same discussion thread. Meanwhile, the
model also imposes two sparse constraints to force a sparse
post reconstruction in the topic space and a sparse post ap-
proximation from previous posts. The sparse properties ef-
fectively take into account the characteristics of threaded
discussions. Towards the above three problems, we demon-
strate the competency of our model in three applications:
reconstructing reply structure of threaded discussions, iden-
tifying junk posts, and finding experts in a given board/sub-
board in web communities. Experimental results show en-
couraging performance of the proposed SMSS model in all
these applications.
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Silverlight 1.0

Javascript

Silverlight 2.0 Released

About time

As I still haven't installed Silverlight 1.0 or 

seen a site that requires it.

Re:About time

Silverlight 1.0 should never have come out. 

Silverlight 1.0 vs Silverlight 2.0 is like 

comparing Flash to Flex...

And nothing of value

Javascript communication

was gained.

We're looking for a replacement for canvas in IE. 

excanvas sucks. We could use flash, but the 

Javascriptflash interface is very slow...

Re:Javascript communication

use SVG, it IS XML

Re:Javascript communication

No. SVG is no good for what we need. 

Also, its cross-browser support is actually 

poorer, and performance is abysmal.

Structure Semantics

Figure 1: An example of the structure and semantics
of a discussion thread from Slashdot.

1. INTRODUCTION
Threaded discussion has long been a popular option for

web users to communicate with others, from thousands of
web forum sites, mailing lists, chat rooms to web logs, in-
stant messaging groups, and so on. As we are in the age of
Web 2.0, threaded discussion acts as an important tool to fa-
cilitate collaborative content contributions. With millions of
users’ contribution, highly valuable knowledge and informa-
tion have been accumulated on various topics. These topics
include recreation, sports, games, computers, art, society,
science, home, health, etc. 1; and especially some topics re-
lated to our daily life which are rarely seen in traditional
web pages. As a result, recent years have witnessed more
and more research efforts on mining information from online
discussion threads.

A discussion thread usually originates from a root post by
the thread starter. Fig. 1 gives an intuitive description of a
discussion thread 2. It contains 7 posts. The first post is a
piece of news about the release of “SilverLight 2.0”. Some
users comment on this post, i.e., the 2nd and 3rd posts are
about the “update time”; some users have further questions
and initiate sub-discussions, i.e., the 5th 6th and 7th posts

1http://directory.big-boards.com/
2http://developers.slashdot.org/comments.pl?sid=1000769
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are about “Javascript communication”; and others troll or
complain in some posts, i.e., the 4th post. As more users
are joining in and making comments, the discussion thread
grows, forming a nested dialogue structure as shown in the
left part of Fig. 1. Furthermore, threaded discussions show
rich complexity in the semantics. Since users always re-
spond to others, previous posts affect later posts and cause
the topic drift in a discussion thread, as shown in the right
part of Fig. 1.

Mining discussion threads is challenging. The following
reasons prevent people from fully exploring the value of dis-
cussion threads. (I) Posts in a discussion thread are tem-
porally dependent upon each other. A newcomer may read
some of the previous messages before posting. Replies in-
dicate sharing of topics and vice versa. Hence a post is a
mixture and mutation of previous posts by nature. Unfor-
tunately, such specific orderings and intra dependencies of
posts in one thread are neglected by most existing research
methods. (II) As discussion threads are born to encourage
content distribution and contribution, they sometimes be-
come targets of spammers. Meanwhile, some messages are
casual chitchat and are needless to analyze. Posts of ei-
ther spam or chitchat are regarded as junk posts. Though
chitchat might serve to foster relationships between partici-
pants, such kinds of junk posts are useless and may disturb
content analysis in some applications, such as Question &
Answer mining, expert finding, and so on. (III) It is very
hard to estimate the quality of a post. It is true that valuable
posts are usually long articles; but there is also a remarkable
amount of long meaningless posts that are not meant to help
others, and on the contrary there are some short insightful
posts that inspire a lot of people. Thus measurements solely
by content length or content relevance usually do not work.

Although previous research efforts have made progress in
many information retrieval scenarios, few of them are suit-
able for mining online discussion threads. Current related
work can be mainly classified into two categories: semantics-
based or linking structure-based. Probabilistic topic mod-
els [9, 3] fall into the former class. Their main idea is to
project documents to some latent topic space. However,
most topic models assume documents in one collection to be
exchangeable, i.e., their probabilities are invariant to per-
mutation. It is contrary to the reply relationships among
posts. Other works such as HITS [13], PageRank [16] and
their successive research belong to the latter class. These
research efforts try to identify the importance of content
of each document. They mainly utilize link relationships
among various documents. Unfortunately, most community
sites such as those forums powered by vBulletin and phpBB
do not provide explicit reply relationships among posts. Fur-
thermore, semantics and structure of a threaded discussion
are highly dependent on each other. That is, when semantics
evolves, the dialogue structure changes, and vice versa. This
is the nature of discussion threads. Most previous research
efforts can not solve this problem directly as they are solely
from the semantic-centric view or from the structure-centric
view.

In this paper, towards simultaneously modeling semantics
and structure of threaded discussions, we propose a novel
sparse coding-based approach called SMSS, which has the
ability to integrate both the semantic and structure aspects
of threaded discussions. For modeling semantics, similar to
existing topic models, our approach can discover latent top-
ics as bases to capture semantics in discussion threads; and
each post is represented as a fusion of these semantic bases.
Considering that users usually only discuss one or two top-

ics in one individual post, we also add a sparse constraint in
this fusion. For modeling structure, to embed the potential
reply structure, topics of each post can just be sampled from
the topics of those earlier posts in the same thread. We also
add a sparse constraint here because one post only tries to
reply one or two previous posts. At last, to demonstrate the
effectiveness of the proposed SMSS model and to investi-
gate the above problems (I)∼(III), we evaluate our model
with the following three applications, respectively:

• Reply Relationship Reconstruct. We reconstruct
the reply relationship among posts based on both their
semantic and structure coefficients estimated by SMSS.
Experimental results demonstrate that SMSS achieves
higher precision than previous topic models.

• Junk Detection. We illustrate how SMSS is com-
petitive on junk detection. Concretely, we introduce
a background topic into the topic space and detect
the junk posts based on their coefficients on the back-
ground topic. Experimental results show that SMSS
outperforms classification-based algorithms and exist-
ing topic models.

• Expert Finding. We try to find out experts in a
given board/sub-board. Since the key problem of ex-
pert finding is to estimate the author’s average post
quality, we demonstrate the value of structure infor-
mation from SMSS and the capability of measuring
post content quality.

This paper is organized as follows. Section 2 briefly re-
views related work; Section 3 presents the details of the
proposed SMSS model; and Section 4 describes how the
SMSS model are leveraged in applications. Experimental
results are shown in Section 5. In Section 6, we draw the
conclusion and plan the future work.

2. RELATED WORK
In this section, we introduce previous research efforts which

are related to our work. We begin with the methodolo-
gies, briefly summarizing their innovations, advantages, and
drawbacks, and then we give an overview of recent technical
trends in mining threaded discussions.

2.1 Semantic Models
Much work has been proposed to model text semantics

(or topics), such as latent Dirichlet allocation (LDA) [3] and
the more general discrete component analysis [4]. They de-
compose documents into a small number of topics which are
distributions over words. In LDA, each document is pro-
duced by choosing a distribution over topics with a Dirichlet
prior; each word is sampled from a multinomial of topic-
word association. Some work has been proposed to ex-
tend LDA to model multiple relationships, such as author-
ship [18], email [14], and etc.; while others tried to model
the background, topic, and document specific words simul-
taneously [5]. Some recent publications began to model time
dependency among documents, e.g., [2] tried to model the
dependency in discrete time periods and [21] considered time
to be continuous. However, these models only considered
the topic drift within two adjacent time periods, which is
not suitable for the hierarchical intra dependency of posts
in one discussion thread. In general, the main drawback of
semantic models for discussion thread analysis is that they
only capture the semantic information but ignore the tem-
poral structural information.
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2.2 Structural Models
There have also been studies focusing on structural mod-

eling. A collection of documents and linkages between them
are constructed as a graph. The nodal importance or nodal
quality can be estimated by the structural centrality of the
nodes in the graph, where the importance refers to author-
ity, popularity, expertise or impact in various applications.
In [11], several merits are presented to measure the nodal
structural centrality. Classical structural models include
HITS [13] and PageRank [16]. HITS is carried out in an
iterative manner, propagating the authority and hub of one
node to another. PageRank simulates the random walks of
a surfer, who continuously jumps from one web-page to an-
other linked page with a uniform probability, with a damping
factor. Although structural models have been applied with
remarkable success in different domains, it is not suitable to
analyze threaded discussions. This is because these works
highly rely on the link structure among documents; while
there is usually no explicit link structure among the posts
in a discussion thread.

2.3 Mining Threaded Discussions
To the best of our knowledge, little previous work in the

literature models semantics and structure of threaded dis-
cussions simultaneously. However, there are still some previ-
ous works that should be investigated, as they are related to
mining threaded discussions. Most of them focus on knowl-
edge acquisition from web forums. We can again categorize
their methods into semantic models and structure models.

For the semantic models, [7, 6] targeted at extracting and
ranking answers for given questions in web forums based
on their content information. Methods in [12], [10] and
[19] mine the relationship among posts, relationship between
post and thread title, and relationship between post and a
thread based on their content similarity, respectively.

For the structure models, FGrank [8] automatically gener-
ates topic hierarchy, constructs page level link graph based
on topic hierarchy, modifies the PageRank algorithm in or-
der to rank forum pages. But it cannot represent the char-
acteristic of reply relationship among posts. EABIF [20] is
another work related to structure models. It built the in-
fluence network among consumers based on the time order
of consumption records. It then proposed how to model the
influence diffusion. We believe that it is also possible to ap-
ply this model in threaded discussions. The above studies
implement the semantic decomposition and structure recon-
struction in two phases, which conflict with our assumptions
that structure in discussion threads usually changes along
with semantics. Consequently, the reconstructed structure
by prior research is not consistent with the evolving nature
of semantics in threaded discussions.

3. A SIMULTANEOUS MODEL OF SEMAN-
TICS AND STRUCTURE

In this section, we present the details of SMSS. First, we
introduce some useful concepts in threaded discussions.

Definition 1 (post). A post is a user-submitted con-
tent at a particular time stamp. Posts are contained in
threads, where they appear as boxes one after another. If
a post is not the first of the corresponding thread, it is re-
ferred to as a reply.

Definition 2 (thread). A discussion thread (without
ambiguity we use thread hereafter) is a series of posts, usu-
ally displayed—by default—from the oldest to the latest. A

thread is initiated by a root post which may contain news,
questions, opinions, and so on; and is followed by a number
of non-root posts. A post other than the root one must reply
to one of its previous posts in the same thread.

Intuitively, a threaded discussion has the following four
characteristics. We take the thread in Fig. 1 as an example.

A discussion thread has several topics. The example
in Fig. 1 mainly discusses two topics, namely “Silverlight
1.0” and “Javascript”. Accordingly, we hope we can find
a semantic representation of each post, such representation
demonstrates a mixture of topics in the post. Suppose there
are T topics and V words; the jth topic can be described as a
distribution in the word space RV , as ~x(j) ∈ RV , 1 ≤ j ≤ T .

The ith post ~d(i) is assumed to be a mixture of various topics,
as:

~d(i) '
T∑

j=1

~θ
(i)
j · ~x(j)

where ~θ
(i)
j is the coefficient of post ~d(i) on topic ~x(j). To esti-

mate the topic space X = {~x(1), . . . , ~x(T )}, we can minimize
the loss function:

‖D −XΘ‖2F
Here the thread contains L posts as D = {~d(1), . . . , ~d(L)};
and the coefficient matrix Θ = {~θ(1) . . . ~θ(L)}.

An individual post is related to a few topics. Al-
though one thread may contain several semantic topics, each
individual post usually concentrates on a limited number of
topics. For example, the 2nd post and the 3rd post in Fig. 1
are only related to the “Silverlight 1.0” topic. Thus we may
assume that the coefficient vector for each post is very sparse
and introduce an L1 sparse regularizer:

‖~θ(i)‖1
A post is related to its previous posts. When a user

joins a thread, he/she usually reads those existing posts in
the thread. If he/she is interested in some previous posts,
he/she may write down their comments. Thus the seman-
tics of the reply post is related to its previous posts, which
reflects the structural characteristics of a thread. For exam-
ple in Fig. 1, the 7th post is related to both the 5th and 6th

posts. We can formally represent such structural constraint
as a regularizer:

‖~θ(i) −
i−1∑

k=1

~b
(i)
k · ~θ(k)‖2F

where ~b
(i)
k is the structural coefficient between the ith post

and the kth post and which shows how the kth post affects

the ith post. The fact that ~θ(i) corresponds to the post
~d(i) can be approximated by a linear combination of ~θ(k) in
previous posts.

The reply relations are sparse. Note that in real sce-
narios, users usually intend to comment on one or two pre-
vious posts, for example in Fig. 1, although there are a lot
of posts before the 6th post, it is only related to the 5th

post. We again introduce an L1 regularizer to favor sparse
structural coefficients:

‖~b(i)‖1
Based on the above description, we define the SMSS

model as follows. Given the post matrix D, topic number T ,
the goal of thread modeling is to estimate the value of the
topic matrix X, the coefficient matrix Θ, and the structural
coefficients b of each post, by minimizing the following loss
function f :
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f = ‖D −XΘ‖2F + λ1

L∑
i=1

‖~θ(i)‖1

+λ2

L∑
i=1

‖~θ(i) −
i−1∑

k=1

b
(i)
k · ~θ(k)‖2F + λ3

L∑
i=1

‖~b(i)‖1 (1)

In (1), the first term encourages the post to be reconstructed
well from topics; the second term constraints the topic rep-
resentation to be sparse for each post; the third term en-
courages the post to be approximated from previous posts
within the same thread; and the fourth term constrains that
the structural coefficients should be sparse too. The opti-
mization objective balances the four terms by parameters
λ1, λ2, and λ3. In this way, both the semantic and the
structural information are estimated simultaneously.

Suppose we have a collection of M threads which shared
the same topic matrix X, we can optimize them together
by minimizing the loss functions over all the threads to ob-
tain a globally optimal topic representation and structural
coefficients as follows:

minimize
X,{Θ(n)},{~b(i)(n)}

M∑
n=1

f (n)(·) (2)

Although the optimization problem is not jointly convex, we
can still solve it by iteratively minimizing the convex sub-
problems. For more details about the optimization, please
refer to the appendix section.

4. APPLICATIONS
Towards the three problems in threaded discussions, from

Section 4.1 to Section 4.3, we conduct three experiments to
answer the following questions:

• Is our model capable of recognizing structural informa-
tion among posts? To answer this, we show the result
of reply relationship reconstruction.

• Is our model capable of capturing semantics? To an-
swer this, we show the result of junk identification.

• Is our model capable of measuring content quality? To
answer this, we show the result of expert finding, since
the core problem of finding experts is to estimate the
overall quality of user-generated content.

Actually, the proposed solutions are straightforwardly im-
plemented based on the proposed SMSS model.

4.1 Reply Reconstruction
We reconstruct reply relationships among posts based on

both their semantics and structures estimated by the SMSS
model. Intuitively, posts with reply relations should have
similar terms. Thus the task of finding reply relations can
be converted into a text retrieval task. However, the ma-
jor challenge here is that the length of each post is usually
very short and there are usually few common words between
two posts. Topic similarity is more robust and interpretable
by reducing high-dimensional term representation to lower-
dimensional latent topics. However, only topic similarity
itself may lose some detailed information. Combining topic
similarity with term similarity is more efficient for short and
sparse text and has been verified in [17]. Our idea here is
to integrate term similarity, topic similarity, and structural
similarity. The structural similarity can be seen as a lower-
dimensional representations of topics. Since each individual
post may only focus on one or two topics, there are still
few common topics shared by two posts. Here, the struc-
tural similarity acts as a smoother of topic similarity; and

Algorithm 1 Reply-Reconstruction(D(n), ρ). Given the

nth thread with length L, D(n) is the set of posts and D(n) =

{~d1(n)
, . . . , ~dL(n)}. ρ is the threshold. Rep(n) is the reply

structure.

1: Order D(n) based on their posted times
2: for i = 1 to L do
3: for j = 1 to i do

4: compute sim(~di(n)
, ~dj(n)

)
5: end for
6: c = arg maxjsim(

~di(n)
, ~dj(n)

)

7: if sim(~di(n)
, ~dc(n)

) ≥ ρ then

8: Rep
(n)
i = ~dc(n)

9: else
10: Rep

(n)
i = ~d1(n)

11: end if
12: end for
13: Return the reply structure Rep(n)

we will show its improvement in the experiments. Formally,
the similarity of a post j and an early post i is defined as:

sim(i, j) = sim(~d(i), ~d(j)) + w1 · sim(~θ(i), ~θ(j))

+ w2 · sim(~b(i),~b(j)) (3)

where the similarity in each component is the cosine value
of two corresponding feature vectors. We use w1 and w2 as
the ratios to balance the three components.

Based on this similarity measure, we propose an algorithm
to analyze a thread with L posts, as shown in Algorithm 1.
That is, for a new unlabeled post we compute the similar-
ity between itself and each of its previous posts, rank the
similarities, and then choose the top ranked post as a candi-
date parent. In case that the candidate parent is not similar
enough to the new post, we assume that the new post ini-
tializes a new branch of the thread.

4.2 Junk Identification
A primary issue in online discussion threads is junk. For

example, the fourth post in Fig. 1 is a typical chitchat post.
Moveover, junk has become a focus of community adminis-
trators, users, and even developers, because junk content in-
creases the cost of maintaining a clean and healthy commu-
nication environment, and distracts users from readings [15].

A discussion thread usually focuses on a very limited num-
ber of topics, while junk posts usually have different topics
and act as outliers. Moreover, junk content is similar and
common among various threads. To detect just posts, we in-
troduce a background topic in the model. To construct the
background topic, we select some common words by their
thread frequencies in the whole data corpus as:

~x(bg)
w = |{Vw : Vw ∈ ~di}|/|D| (4)

where |D| is the total number of posts in the corpus and

|{Vw : Vw ∈ ~di}| represents the number of posts where the
term Vw appears. In (2), the topic matrix X is shared by
all threads. We define and normalize the background topic
~x(bg) as the last column of X. When optimizing (2), we fix

~x(bg) in the optimization process.
Finally, we propose a straightforward criterion of junk de-

tection based on the topic coefficients ~θ(i) of each post. The
probability of a post i being a junk is defined as:

pjunk(i) = ~θ
(i)
bg /

∑
t

~θ
(i)
t (5)
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In this way, posts close to the background topic are very
likely to be junk. It is worth noting that in the SMSS model,
the topic projection is also affected by structural constrains,
and provides more accurate description of each post. We
will show this advantage in the experiments by comparing
some other models which only characterize a post according
to its semantics.

4.3 Expert Finding
Online communities have become important places for

people to seek and share expertise. The reply relationships
among posts actually construct a reply network. Studies on
such a reply network tell us that reply structure in a discus-
sion thread can help to evaluate users’ expertise [22]. That
is, posts written by experts are usually of high quality and
thus attract more users’ attention and more replies. How-
ever, experiments in [22] were conducted on a particular site
which recorded the reply relationships among posts in each
discussion thread; while for most community sites, such as
those forums powered by vBulletin and phpBB, there are
few explicit reply relations. Fortunately, using the SMSS
model and the Algorithm 1, we can approximately recover
the implicit reply structure in a thread, and consequently
construct a reply network G as:

G = (N, E), E = {ei,j ,∀i, j, user ni replies user nj} (6)

where N is a set of nodes of G, each node corresponds to
a user in the forum. E is the set of directed edges of G.
The weight of the edge is the number of posts replied to this
user.

Inspired by [22], we employ the HITS [13] algorithm as a
straightforward method to rank the users. Through this
task, we try to demonstrate the capability of the recon-
structed reply relations from SMSS model. The experi-
mental results show that the performance of our method is
even better than that based on the original reply relations.
We will explain it detailedly in experiment part. It suggests
that this method can be extended to more web communities
without explicit reply structures. We will give more detailed
explanation in the next section.

5. EXPERIMENTS
In this section, we present experimental results of our

model in three applications. We implemented all algorithms
in C# and all experiments have been executed on a server
with an AMD Opteron Processor 280 2.40 GHz (4 cores)
and main memory 8G bytes.

5.1 Data Set
We use two forums, Apple Discussion (discussions.apple.com)

and Slashdot (www.slashdot.org), as our data sources. Ap-
ple discussion center is designed for Apple fans to post ques-
tions of Apple products and discussions of Apple new trends.
Slashdot is a forum for developers, game fans, and all kinds
of users to freely comment on recent technical news and
events. These two forums are carefully selected because of
the following reasons:

• These two forums provide explicit reply relations, which
can be used as the ground truth to evaluate the per-
formance of reply reconstruction.

• These two forums have reliable judgements for post
qualities. In Slashdot, the moderators mark each post
according to its quality. The score ranges from −1 ∼ 5,
where higher score refers to informative and insightful

Table 1: Descriptive statistics of data sets
Data Slashdot Apple
Number of threads 1154 4486
Number of posts 203210 80008
Average thread length 176.09 17.84
Average words per post 73.53 78.36
Number of topics 5 5
Average posts per user 15.32 4.69

posts. In Apple, users post questions, and mark helpful
and correct replies in which their questions are solved.

• These two forums provide clear topic categories. In
Apple, each thread belongs to one board of a specific
topic. In Slashdot, most threads are tagged by users
with topic phrases.

We selected the largest 5 topics from each forums and fil-
tered out unqualified threads, such as short threads which
contain only one post, un-rated threads, and non-tagged
threads in Slashdot. The statistic results are shown in Ta-
ble 1, from which we can conclude that the two forums differ
with respect to several attributes. Apple threads are shorter
“Question & Answer” style discussions, with average 17.84
posts, Slashdot threads are longer chatting-style communi-
cations, with an average length of 176.09 posts. Slashdot
users are more active with 15.32 posts per user while in Ap-
ple there are about 4.69 posts per user. However, posts in
threaded discussions are very terse with about 70 words on
average. The following experiments are done without stem-
ming and filtering stopwords.

5.2 Reply Reconstruction
First, we evaluate the performance of reply reconstruction.

We manually wrote a wrapper to parse pages and extract
exact reply relations as the ground truth. The threshold
used in Algorithm 1 was tuned based on a small data set,
as ρ = 0.4, and it performed stably well for both Apple
Dicussion and Slashdot. Although there are some reply hints
in the titles in Slashdot, to show the generalization ability of
our method, we did not use this kind of information in reply
reconstruction. The evaluation metric is precision. We did
not measure recall since we assigned the reply relations for
all posts.

For comparison, we adopted some naive methods such as
Nearest-Previous (NP), Reply-Root (RR), and Only Docu-
ment Similarity (DS). NP assigns each post to its nearest
previous post as the reply target; RR assigns each post to
the root post as the reply target; and DS assigns each post
to the post which has most similar terms. Moreover, we also
compared our SMSS model with some state-of-the-art mod-
els which can provide semantic topic analysis, such as latent
Dirichlet allocation (LDA) [3] and the special words with
background model (SWB) [5]. We computed the post simi-

larity by sim(i, j) = sim(~d(i), ~d(j)) + w1 · sim(~θ
(i)
LDA, ~θ

(j)
LDA)

from LDA. SWB is an extension of LDA, by allowing words
in documents to be modeled either from general topics, or
from post-specific “special” word distributions, or from a
thread-wide background distribution. We leverage the topic

distributions ~θ
(i)
SWB and special-words distributions ~ψ

(i)
SWB

for similarity computing, as sim(i, j) = sim(~d(i), ~d(j))+w1 ·
sim(~θ

(i)
SWB , ~θ

(j)
SWB) + w2 · sim(~ψ

(i)
SWB , ~ψ

(j)
SWB).

In the experiments, the combination weights wi for SMSS,
LDA, and SWB were tuned based on a small set of data
(about 60 threads from Slashdot and Apple, respectively).
We only plot the performance trends of different parameters
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Figure 2: Performance of reply reconstruction when using different parameters of SMSS, LDA, and SWB.

Table 2: Performance of reply reconstruction in all
posts v.s. high-quality posts

Method Slashdot Apple
All Posts Good Posts All posts Good Posts

NP 0.021 0.012 0.289 0.239
RR 0.183 0.319 0.269 0.474
DS 0.463 0.643 0.409 0.628

LDA 0.465 0.644 0.410 0.648
SWB 0.463 0.644 0.410 0.641
SMSS 0.524 0.737 0.517 0.772

for Slashdot in Figure 2 due to space limitation. The evalu-
ation was conducted based on the rest part of the data. The
results are shown in Table 2.

From Figure 2 and Table 2, we have four observations: (I)
in Slashdot, a certain number of posts reply to their thread
root, few posts reply to their nearest previous posts; while
in Apple Discussion, there are almost equal number of posts
replying to the nearest previous neighbors and the thread
roots. This is caused by different discussion styles of the
two forums. Discussion threads in Apple Discussion follow
a Question-Answer style. New solutions and fresh questions
in replies invoke a series of discussions. However, threads in
Slashdot are usually initialized by a piece of news. Interest-
ing aspects of the news and brilliant replies arise branches
of discussions. (II) The best parameters of topic similarity
of SWB and LDA are both w1 = 0.1 and the improvements
are very small comparing with baseline DS. The best pa-
rameter of topic similarity of SMSS is w1 = 1.2. Thus the
topics of SMSS are more capable of characterizing reply re-
lations. (III) In our experiments, SWB achieves the best
performance when w2 is very small and different w2s have
little effect to the performance. This is because posts in
threaded discussions are usually short and it is very difficult
to estimate a sound coefficient for document specific word
distribution. (IV) SMSS demonstrates great improvement.
A major difference between SMSS and other approaches is
that SMSS reconstructs the structure representation b(i) for
post pi in each discussion thread. Though the best param-
eter of structural similarity is w2 = 0.1, the improvement
is remarkable (from 0.538 to 0.580). This indicates that,
besides semantic similarities, structure similarities are more
distinguishing in identifying reply relations.

Furthermore, we analyze the performance on posts with
different qualities. We chose good posts whose scores are

larger than 3 in Slashdot and posts marked as “Helpful” or
“Solved” in Apple Discussion (about 10% among all posts).
The similarity-based methods have better performance for
those posts with high quality. It does make sense since posts
with high quality may cause more significant replies. We will
show its benefit in the following expert finding application.

5.3 Junk Identification
In this subsection, we evaluate the performance of junk

identification. We only used the threads from Slashdot in
this task because useless posts were not explicitly annotated
in Apple Discussion. To make the results more compara-
ble among different methods, we only selected threads with
more than 60 posts in the experiment. We set the posts
whose score are -1 or 0 as junk posts in the ground truth.
We use precision, recall, and F-Measure to measure the per-
formance.

An intuitive idea to identify junk post is based on the sta-
tistical information of common words, as: η(pi) =

∑
w df(w)/|pi|,

where |pi| is the length of document, w is a word in pi, df(w)
is the document frequency of word w in the corpus. One post
is marked as a junk post if η(pi) is larger than the average η
in the corpus. We call this intuitive method DF and use it
as the baseline. The SWB model also integrates background
into topics, so we use it as another comparative method. To

detect junk posts, we follow (5) where the ~θ
(i)
bg is produced

by SWB. Moreover, as junk identification can be regarded
as a binary classification task, we also compared our model
with SVM. For SVM training, We selected 2000 posts (no
overlap with test data) as training set, in which posts with
score 0 and -1 are positive samples, and posts with score 4
and 5 are negative samples. Features for SVM are terms
with tf-idf weighting.

As shown in Table 3, SMSS outperforms the other com-
parative methods. The reasons are listed below: (I) Junk
posts are thread-dependent. There are few common junk
words across different threads. Hence SVM’s performance is
not good. (II) SMSS is built on the statistical information of
DF. But SMSS puts structural constraints during the pro-
cess of projecting posts into topic space. Hence SMSS out-
performs DF in terms of precision, recall and F-Measure.
(III) SWB learns background that fits the corpus and thus
achieves high precision. However, it does not have structural
constraints. When a post can not be reconstructed well from
previous posts, SMSS assigns smaller coefficients to topics,
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Table 3: Performance of junk identification
Method Prec. Recall F-Measure

SWB 0.48 0.22 0.30
SVM 0.37 0.24 0.20
DF 0.34 0.40 0.36

SMSS 0.38 0.45 0.41

resulting in a larger ratio of pjunk. Thus SMSS can detect
more outlier posts, and obtain higher recall and F-Measure.

5.4 Expert Finding
In the subsection, we evaluate the performance of expert

search. Since there is no explicit user-supplied expertise
ranking data in the two forums, we need to generate a “gold
standard” as the ground truth for evaluation. It is imprac-
tical to manually rate a large number of these users, in the
experiments we followed the sophisticated standard from the
Internet Movie Database (IMDB) 3. In this standard, the
formula for calculating each user’s rating score gives a true
Bayesian estimate:

Rating =
n

n + m
· S +

m

n + m
·AvgS (7)

where n is the number of posts of a user and S is the average
score of the user’s posts; m is the threshold of the minimum
posts for a user to be an expert candidate, and AvgS is the
mean score of the posts from all the users. The advantage of
this estimation formula is that it balances the bias and un-
certainty of users with less posts. For users with less posts,
the rating is more likely to be pushed toward the mean score
AvgS; for users with more posts, the rating is more likely
to be the true average score of the user’s own posts. In the
experiment, we obtained the top 100 experts according to
the rating. Moreover, the expert ranking was carried out in-
dependently for each boards/topics, since some experts may
only focus on a small number of fields. Accordingly, the m
and AvgS in (7) are selected for each topic respectively. The
experiments were done in Apple Discussion and Slashdot re-
spectively. We calculated the average performance for each
method.

To analyze the reply network and find out experts, we em-
ployed three typical structural models: HITS [13], PageR-
ank [16], and EABIF [20]. HITS and PageRank have been
widely adopted in measuring node quality in networks; while
EABIF adopts an adjusted mechanism of PageRank in the
influence network. EABIF assumes that experts diffuse in-
formation to others, and long path of propagation will cause
information lost. The decreasing factor is βN−1/(N − 1)!
where N is the length of propagation path and β = 2.
To demonstrate the effectiveness of the re-constructed re-
ply structures from SMSS, we implemented all structural
models on both the reply network in ground truth (“Orig-
inal” in Table 4) and the network re-constructed by SMSS
(“Reconstructed” in Table 4).

Moreover, we choose one state-of-the-art language model
(LM) in [1] (we use the model 2, document model, since it
outperforms model 1 in nearly all situations in [1]) for com-
parison. Here, each post is treated as a document without
structure. LM estimates the probability of one candidate ca
being an expert in the topic t in a collection of posts.

p(ca|t) =
∑

d∈Pca

∏
q∈t

{(1− λd)p(q|d) + λdp(q)}n(q,t) × p(d|ca)

3http://www.imdb.com/chart/top

Table 4: Performance of expert finding
Method MRR. MAP P@10

LM 0.821 0.698 0.800
EABIF (Original) 0.674 0.362 0.243

EABIF (Reconstructed) 0.742 0.318 0.281
PageRank (Original) 0.675 0.377 0.263

PageRank (Reconstructed) 0.743 0.321 0.266
HITS (Original) 0.906 0.832 0.900

HITS (Reconstructed) 0.938 0.822 0.906

where Pca is the post written by ca, q is a word in the topic,
the smooth parameter λd = β/(β +n(d)), λd is proportional
to the post length n(d), and β is the average post length int
the data set.

Given the expert ground truth (7), the evaluation met-
rics, including Mean Reciprocal Rank (MRR), Mean Aver-
age Precision (MAP), and Precision at top 10 results(P@10),
are calculated for each model/method on each topic; and
the average performances are shown in Table 4. We have
the following observations: (I) LM gives a relatively high
performance but it is still not good enough. This is because
in threaded discussions, some posts are highly relevant to
the given topic but doesn’t contain insightful information,
e.g. posts describing naive questions. LM cannot distinguish
such posts since it only measures expertise by the number
of relevant posts. (II) The performance of HITS is signif-
icantly better than PageRank and EABIF. In our opinion,
it is because of the different content qualities of posts and
their replies. In HITS, these two scores are treated sepa-
rately (hub/authority scores) while PageRank and EABIF
treat them equally. (III) Structural models perform consis-
tently better on reconstructed reply network than the origi-
nal network in terms of MRR and P@10; and perform worse
on reconstructed reply network than on original network in
terms of MAP. MRR and P@10 measure precision on the top
results while MAP measures average precision. The reply
reconstruction algorithm has higher performance in identi-
fying replies to high quality posts (as shown in Section 5.2).
Algorithm 1 filters out noisy data, prune faint replies. Thus
those users receiving more significant replies will be pushed
toward a higher position, which leads to a better perfor-
mance ( and higher confidence) in the top results. For a real
experts finding task, we argue that the top results are more
important, because people usually do not have the patience
to browse through the whole returned list.

6. CONCLUSIONS
Threaded discussions are valuable data sources with lots

of human knowledge in various domains. In this paper, we
have presented a sparse coding-based model, to simultane-
ously representing semantics and structure of threaded dis-
cussions. By adding sparse constraints that each post is
generated from only a few topics and each reply is related
to only a few previous posts, the proposed SMSS model
has advantages in three perspectives: (I) it can character-
ize mutual information between semantics and structure in
discussion threads by modeling them simultaneously; (II) it
can help identify junk posts more accurately to avoid their
disturbance in content analysis; and (III) it can help find ex-
perts in a given board/sub-board (topic). We demonstrated
the competency of SMSS with these three applications. The
results show promising performance in various situations.

Although the results are encouraging, there is still room
for further improvements. The method of identifying junk
posts is straightforward, we will try other approaches in the
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future. We will also try to explain this model in a proba-
bilistic framework.
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APPENDIX
In this section, we give an approximate solution to the sparse
coding model. First we write the objective function in equa-
tion 1 in the matrix form. In the scope of appendix, we use
~θ(i) to denote the ith column vector in Θ, ~x(i) to denote the

ith row vector in X, ~b(i) to denote the corresponding column

vector for the ith post, and b
(i)
j to denote the coefficient of

previous post j to current post i. Then we rewrite (1) as:

f = ‖D −XΘ‖2F + λ1

∑
i

‖~θ(i)‖1

+λ2

∑
i

‖~θ(i) − θ(<i)~b(i)‖2F + λ3

∑
i

‖~b(i)‖1

where θ(<i) is a T × i matrix indicating the first i columns
in Θ.

When Θ and X are fixed, for each ~b(i):

∂f

∂~b(i)
= −λ2θ

(<i)T
(~θ(i) − θ(<i)~b(i)) + λ3sign(~b(i))

Let ∂f

∂~b(i) = 0, we have:

~b(i) =
sign(θ(<i)T ~θ(i))(λ2|θ(<i)T ~θ(i)| − λ3)

λ2θ(<i)T
θ(<i)

(8)

When b and X are fixed, for each ~θ(i):

∂f

∂~θ(i)
= −~x(i)T

(D −XΘ) + λ1sign(~θ(i)) + λ2(~θ
(i) − θ(<i)~b(i)

−
∑

j=i+1

b
(j)
i (~θ(j) − θ(<j)b(j)))

Let x(−i)θ(−i) =
∑

k=1,k 6=i ~x(k)~θ(k), we have:

XΘ = ~x(i)~θ(i) + x(−i)θ(−i)

Let ∂f

∂~θ(i) = 0, and

G = ~x(i)T

D − ~x(i)T

x(−i)θ(−i) + λ2θ
(<i)~b(i)

+λ2

∑
j=i+1

b
(j)
i (~θ(j) − b

(j)
−i θ

(<j)
−i )

We have:

~θ(i) =
sign(G)(|G| − λ1)

~x(i)T ~x(i) + λ2 + λ2

∑
j=i+1(b

(j)
i )2

(9)

When Θ and all ~b are fixed, suppose D is the term matrix
of all M threads, we can optimize X by:

X = DMΘ−1 (10)

At the beginning, we assign a random initial value to X
and normalize the matrix X, and then we repeat the op-
timization loop for a fix round c. In each round, we first
optimize b in all threads by (8), Θ in all threads by (9), and
X by (10) in sequence and then normalize X.
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