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ABSTRACT convergence times [9, 18, 29, 34]. Such approaches, how-

Many studies show that, when Internet links go up Gver, are |ntr!n5|cally limited by the size of the Internata
e complexity of the BGP protocol.

down, the dynamics of BGP may cause several minutes .
of packet loss. The loss occurs even when multiple paths we takg a fundamental!y different appmaCh' We focus
between the sender and receiver domains exist, and is gqrr]]_protgctmg data forwarding. I.nstead of trying to reduce
warranted given the high connectivity of the Internet. ane %erlxu?fe(;fzr;\grt%:l?(cf)’n\\,/v:rIseorliteer;?eh(tjifuzleanse fergir;]
Our objective is to ensure that Internet domains sta y . . 9 9 P

. . |<¥f1lly, while waiting for BGP to converge to the preferred
connected as long as the underlying network is ConHECtsoUte we set the data plane to forward packets on pre-
Our solution, R-BGP works by pre-computing a few strate- i .
gically chosen failover paths. R-BGP provably guaranteﬁgumepﬁ:]?ﬁ‘;aéltc(;‘éetrrﬁghgsﬁJ&%%#VaeigztggéwafdIng can con-

that a domain will not become disconnected from any des- . . .
- Lo . . Our failover design addresses two important challenges:
tination as long as it will have a policy-compliant path to

that destination after convergence. Surprisingly, this c4a) Ensuring Low Overhead: The size and connectivity

be done using a few simple and practical modifications @ the Internet make a naive advertisement of alternate
BGP, and, like BGP, requires announcing only one path pigilover paths unscalable. Announcing multiple paths to
neighbor. Simulations on the AS-level graph of the curre®@ch neighbor could lead to explosion of the routing state,
Internet show that R-BGP reduces the number of domaidgd announcing even a single failover path per neighbor
that see transient disconnectivity resulting from a link fa could lead to excessive update traffic. Instead, in our de-
ure from 22% for edge links and 14% for core links dowsign, a domain announces only one failover path to one

to zero in both cases. strategic neighbor.
(b) Guaranteeing Continuous Connectivity:The real dif-
1 INTRODUCTION ficulty in using failover paths lies in ensuring connecivit

While progressing from the failover state to the final con-

It has long been known that during convergence, BG dstate. | istent stat Int td )
the Internet interdomain routing protocol, causes pack\é‘%rge stale. Inconsistent state across intemet domams ¢
use forwarding loops, or lead domains to believe that no

loss and transient disconnectivity. For example, Labovit?

et al. show that a route change generates, on average, 3%}}1 to the destination exists even when such a path does

0 . .
packet loss for as long as two minutes [22]. Wang et al. r%Z(ISt. We address the consistency problem by annotating

port that a single routing event can produce hundreds P updat_es with a small amount of information that pre-
loss bursts, and some bursts may last for up to 20 Sé/g_nts transient routing Ioops and_ensures that forwarding
onds [35]. Both popular IP addresses with a lot of traffitc "Ever upda_lted based on mcqnmstent state.

as well as unpopular addresses suffer temporary disc%n—Our solution, R-BGP (Resilient BGP), needs only a

nectivity because of BGP dynamics [25, 31]. Furthermor ew simple and practical changes to current BGP. It pre-

SPmputes a few strategically chosen failover paths and-main

BGP causes much of the lasting transient failures that il h stat it d ins t
fect Internet usability; our recent paper [20] shows théit haa!Ns enough state consistency across domains to ensure
ontinuous path availability. R-BGP has these properties:

of VoIP outages occur within 15 minutes of a BGP updat8
BGP often loses connectivity even when the underly-s Two domains argrovably never disconnected by the
ing network continuously has a path between the sender dynamics of interdomain BGP, as long as the underly-
and the receiver. Indeed, in the above studies, the under-ing network has a policy compliant path between them.
lying network continuously has such a path. The Interne® Like BGP, R-BGP advertises only one path per neigh-
topology is known for its high redundancy, even when con- bor, and thus the number of updates it produces is on a
sidering only policy compliant interdomain paths [13, 36]. par with BGP.
Hence, transient disconnectivity due to protocol dynamics We evaluate R-BGP using simulations over the actual
is unwarranted. The objective of this workissensure that Internet AS topology. Our empirical results show that, when
Internet domains are continuously connected as long aslink fails, R-BGP reduces the number of domains tem-
policy compliant paths exist in the underlying network porarily disconnected by the dynamics of interdomain BGP
Past work in this area has focused purely on shrinkirfgom 22% for edge links and 14% for core links down to
zero in both cases. Even in the worst case when multiple



link failures affect both the primary and the correspondingation that triggered the update, which, upon a withdrawal,
failover path, R-BGP avoids 80% of the disconnectivitgaves BGP from exploring paths that also traverse the same
seen with BGP. Furthermore, R-BGP achieves this perfdroubled location, and hence are likely to be down. An-
mance with message overhead comparable to BGP andather proposal [9] sends additional withdrawal messages
duced convergence times. to purge stale information from the network as quickly as
Ensuring that routing protocols recover from link fail-possible. Our approach differs from the above prior work
ures with minimal losses is an important research problebecause instead of worrying about shrinking the conver-
with direct impact on application performance. Significargence time, it protects data forwarding from the harmful
advances have been made in supporting sub-second reaffects of BGP convergence by providing failover paths.
ery and guaranteed failover for intradomain routing in both  Prior work on failover paths is mainly within the con-
IP and MPLS networks [11, 28, 32, 33], but none of thegext of intradomainrouting. For example, in MPLS net-
solutions apply to the interdomain problem. The main convorks, itis common to use MPLS fast re-route which routes
tribution of this paper is to provide immediate recoveraround failed links using pre-computed MPLS tunnels [28].
guarantees for interdomain routing, using scalable, pracin IP networks, there are a few proposals for achieving sub-

cal and provably correct mechanisms. second recovery when links within an AS fail [11, 23, 33],
this work does not extend to the interdomain context be-
2 BGP BACKGROUND cause it assumes a monotonic routing metric, ignores AS

. . Holicies, and requires strict timing constraints.
The Internet is composed of multiple networks, calle Lastly, prior work on failover paths in the interdomain
domains or autonomous systems (ASes). ASes use the Bor- Y, P P

der Gateway Protocol (BGP) to exchange interdomain irqpntext does not provide a general solution for continu-

formation on how to reach a particular address prefix. RUS connectivity. The authors of [8] have proposed a tech-

BGP update contains the full path to the destination eXa-< for immediate BGP-recovery for dual-homed stub

pressed in terms of AS-hops. Each BGP router selects t omains. Their solution, however, does not generalize to
best route for each destinati'on prefix, called grenmary other types of dqmains, and requires out-of-band setup of
route, andadvertises only its primary patb its peer routers,many interdomain tunnels. Also, the authors of [36] pro-

sending them advertisemensly when routes change ~ POS€ @ mechanism that allows neighboring ASes to nego-
9 y g tiate multiple BGP routes, but in contrast to our work they

BGP is a policy-based protocol. Rather than simpl . . .
! . 0 not use these routes to protect against transient discon-

selecting the route with the shortest AS-path, routers use . . ) L

o T X ectivity or provide connectivity guarantees.
policies based on commercial incentives to select a routs
and to decide whether to propagate the selected route to -
their neighbors. The policies are usually guided by AS rgt  WHY NOT REDUCE CONVERGENCE TIME *
Iationships, WhiCh_ are of two dominant types: customer- There are two broad ways to address packet loss caused
provider and peering [13]. In the former case, a custompy BGP convergence: limit how long BGP convergence
pays its provider to connect to the Internet. In peeringrel@asts, or ensure that BGP convergence does not cause packet-
tionships, two ASes agree to exchange traffic on behalf fss. Much prior work has focused on the former approach,
their respective customers free of charge. Most ASes fgle., shrinking BGP’s convergence times [9, 18, 29]. We
low two polices for routing traffic: “prefer customer” andchose to explore the second approach for two reasons:

valley-free”. Under the "prefer cu;tomer roqtlng policy (ra Fast enough convergence is unlikelyGiven the size
an AS always prefers routes received from its custome I, . : . .
of the Internet, it is difficult, if not impossible, to design

to those received from its peers or providers. Under the . .
. N . . . interdomain routing protocol that converges fast enough
valley-free” routing policy, customers do not transitftra

. . faor real-time applications. The convergence time of BGP
fic from one provider to another, and peers do not transit . . T

) IS limited both by the time it takes routers to process mes-
traffic from one peer to another.

; . . . ... sages, and by rate-limiting timers instituted to reduce the
Finally, BGP comes in two flavors: routers in differ- ; .
. number of update messages. There’s an inherent trade-off
ent ASes exchange routes over an eBGP session, whereas ) .
e . between these two however: set the timers too low and con-
routers within the same AS use iBGP. . ST
vergence is limited by the time it takes routers to process
the additional updates; set the timers too high and con-
vergence is limited by the time it takes for the timers to
Most prior work on improving BGP performance ad-expire. Currently, routers use a timer called the Minimum
dresses control plane issues, such as reducing convergeRoate Advertise Interval (MRAI) to limit the time between
time and the number of routing messages [9, 18, 29, 34].bfack-to-back messages to the same neighbor for the same
common tactic is to prevent paths that are not going to loestination to 30 seconds, by default. Griffin et. al. [14]
useful from being explored during convergence. For exarahow that we cannot expect a net gain in convergence time
ple, BGP-RCN [30] augments a BGP update with the Idy reducing this default, yet real-time applications sugh a

3 RELATED WORK



\VoIP and games cannot handle more than a couple seconds Sprint. —— AT&T.
of disconnectivity, thus even a single MRAI of outage can \
be devastating for them [17].

(b) Focus on convergence limits innovationimposing
strict timing constraints on convergence stifles innovagio
in interdomain routing. For example, it is desirable for in-
terdomain routing to react to performance metrics by mov-

ing away from routes with bad performance [36]' HOWE-:igure 1: Transient Disconnectivity: When the link between Bob and

ever, such an adaptive p_rOtOCO| will likely spend longey T goes down, packets to MIT that are sent from Bob's domaid a
time converging because it explores a larger space of patis those from upstream domains will be dropped until trezradite path

and changes paths more often. A mechanism to prot&¥eugh Sprintis advertised and BGP re-converges.

the data-plane from loss during convergence will be a key

component of any research into richer routing and traffi@rcing the withdrawal to percolate through many ASes

engineering options. until reaching an AS that knows an alternate path. Further,
The rest of this paper details the problem and presers@arching for a usable path involves discarding many alter-

R-BGP (Resilient BGP), a few simple and practical modatives. For example, AT&T might first switch to the cus-

ifications to BGP that ensure continuous AS-connectivit{omer route “JoesBob—MIT” but will have to discard it

We present R-BGP in the context of a single destinatiowthen Joe reacts to Bob’s withdrawal by withdrawing his

this keeps the description simple but also complete, sintute. Finally, this delay is exacerbated because a lirk fai

BGP is a per-destination routing protocol. Further, we firstre creates a flurry of update messages for all destination

describe the problem and solution at the AS level, referringjefixes that were using the link, thus delaying processing

to each AS as one entity and ignoring router-level detailgt nearby routers [7].

Then in§7, we discuss router-level implementations.

6 THE DESIGN OF R-BGP

Our goal is ambitious; we want to ensure continuous

Ideally, when a link fails, the routing protocol wouldconnectivity between any two ASes as long as the under-
immediately re-route traffic around it. But, in reality, BGRying AS graph is connected. More specifically, our aim is
takes a long time to find another usable route, creating@ R-BGP to provide:

transient disconnectivityluring which packets are dropped. Continuous Connectivity: If an AS has a policy com-

Consider the example in Fig. 1, where MIT buys se nliant path both before and after a BGP routing event, then

vice grom bOth Sp;rint aAr':'?&? lo%a\ll pr0\_|/_id(:fr_ Bab, Wh:\)/”i_l_he AS should not become disconnected from the destina-
turn buys service from andJoe. frafic sentto MITiion at any time during convergence due to the dynamics
flows along the dashed arrows in the figure. gf interdomain BGP (eBGP)

In BGP, an AS advertises only the path that the A
uses to reach the destination. Since all of Bob’s neighbors To achieve our goal, we use failover paths. Failover as
are using his network to route to MIT, none of them ar@h idea to solve the transient disconnectivity problem is
nounces a path to Bob, and Bob knows no alternate p&@nceptually simple; instead of searching for a new path
to MIT. Thus, if the link between Bob and MIT fails, Bobto the destination after a link fails, as is the case in curren
can no longer forward packets to MIT and has to drop d#GP, pre-compute an alternate patforethe link fails.
packets, including those from AT&T and Joe. Eventually, For example, in Fig. 1, with current BGP, Bob drops
Bob will withdraw his route to MIT, resulting in AT&T ad- MIT’s packets whenits link to MIT fails. During BGP con-
vertising the alternate path through Sprint. Now that Boyergence, Bob learns of Sprint's path to MIT, uses it, and
knows again a path to MIT, it resumes packet forwardingstops dropping packets. In contrast, in a failover solytion

This is an example of a transient disconnectivity. Specifl &T advertises to Bob the path "AT&F Sprint=MIT”,
ically, Bob has suffered temporary disconnectivity to MiTabeled as a failover path, as shown in Fig. 2a. As long as
even when the underlying AS-graph contains an alternd#@b’s link to MIT is operational, the failover path is not
path. Note that the harm of transient disconnectivity is n&ed, and traffic follows standard BGP; but, if the link be-
limited to the AS without a path. In this example, AT&Ttween Bob and MIT fails, Bob immediately diverts MIT’s
also suffers transient disconnectivity to MIT even thoughaffic to the failover path, i.e., he diverts the traffic to
it knows of an alternate path. AT&T, who will forward it along the failover path to Sprint.

In practice, transient disconnectivity is typical when/s shown in Fig. 2b, the failover path saves Bob, Joe and
ever routes Change, and m|ght last for a few minutes [ZIQ«T&T from experiencing transientdisconnectivity to MIT.
35]. This delay stems from several causes. First, a usable The conceptual simplicity of the failover idea hides
path might not be available at the immediate upstream Alyee significant challenges.

5 TRANSIENT DISCONNECTIVITY PROBLEM



Sprint —— AT&T failover paths in a way that is secure and has little forward-

Sprint  —— AT&T  (‘Announce Failover
) \ AT&T ~Sprint MIT” WY ‘\ \ \ ing overhead. If an AS were to announce multiple paths to
\\\ ! ‘\\‘ Joe a neighbor, it will need an additional signaling mechanism,
\B L \y’/ such as marking the packets, to identify which path to use
/,/? \ Bob to forward packets coming from that neighbor. Such sig-
‘7// W /4— Lnkbown Naling mechanisms can be expensive, as the IP header has
P no free bits, and may require additional security mecha-
(a) Announce Failover Path (b) Forward onto failover pathnlsms' Since R-BGP offers the failover path only to the

neighbor used to reach the destination, only packets from
Figure 2: Failover Paths in Action: AT&T announces a failover path to thig neighbor are forwarded on the failover path. This re-
Bob. When the link Bob-MIT goes down, Bob immediately forwards _ . L . . . .
data onto the failover path ensuring all packets, even tfrose Joe and quires ”9 additional Slgna“ng' ar_]d no additional Sec_u”ty
AT&T are not dropped. mechanisms to prevent abuse. Finally, though the failover

path advertisement rule may appear too restrictive, we will

* How to select and disseminate failover paths that efrove that it is enough to achiegentinuous connectivity
surecontinuous connectivityithout undue overhead?

e How to prevent inconsistent state across ASes frog11.2 Which Failover Path to Advertise?
leading to transient loops during convergence?

e How to know that we have converged to the final state, Th? above .rule specifie_s the neighbor to which an AS
i.e., we can stop using failover paths? advertises a failover path; it does not, however, answer the

question—-which failover path to choose in order to ensure
In the following three sections, we explain these challsngeontinuous connectivity?

and the mechanism we use to address each of them. At first, it might seem that an AS should advertise the
second-best route as a failover path, but it is likely that
6.1 Advertising Only a Few Failover Paths there is significant overlap between the primary and the

The Internet is highly connected, with many alterna@®cond-best path, causing both paths to be unavailable at
paths between a pair of ASes. Naively announcing failovi}e same time. Consider the modified scenario in Fig. 3,
paths can easily lead to an explosion of routing messa%’%ere we inserted a new ISP, Bobby, between AT&T and
and state overhead in routers. How do we find a few strata@P- Solid arrows represent primary paths to MIT and dot-

gic failover paths that achieve our goal of continuous cof€d lines representfailover paths. In this new scenarié R$
nectivity regardless of which link fails? primary path goes through Bobby then Bob. Its second-
best path is via Joe because ASes usually apply a “pre-

6.1.1 To Whom Should Failover Paths Be Advertised? fer customer” policy, and Joe is AT&T's customer whereas
. Sprintis AT&T’s peer. Assume AT&T advertises its second-

I_n practice, a given AS Is "%"Ways ingented to advertlsgest path to Bobby, its next-hop AS on the primary, as a
afailover path to the neighboring domain through whom iy, e hath This failover path is useful if the link be-
is routing, because if this neighboring domain is left Witht'ween Bobby and Bob fails, in which case Fig. 3a shows
outan ava|labl_e path, it will drop the given 'A_‘SS paCketSthe path taken by the packets after the failure. The second-
ASes are less incented, however, to offer failover paths Bt path does not help, however, if the link between Bob

other neighbors. In Fig. 2, AT&T has an incentive to ad'nd MIT fails. If AT&T had advertised the path via Sprint

vertisg al fzf;tiloyehr path to I?]Ob t;egauseA_ilf;T(’ioes nlft’ BQ stead, it would have been possible to protect against ei-
may be left without a path and drop S packets 1qp o1 of the two failures. This leads us to the simple intu-

MIT. Itis less incented, however, to offer a failover path tq., /.~ v« more disjoint the failover path is from the pri-

Its competitor S_prlnt. Thus, W'tR'B_GP’ an AS advertlsesmary, the more link failures it can protect against. Thus,
at most one fal_lover pth per destination and only to th8ur strategy for failover paths is:
next-hop domain along its primary path i ) )

Advertising failover paths adds little update message Mechanism 1 - Failover Paths:Advertise to the next-
overhead because each domain advertises at mostonegﬁ% neighbor a failover path that, among the available
to each neighbor, just like current BGP. To see this, rePaths, is the one most disjoint from the primary.
ognize that an AS should not advertise its best path to the We note a few important subtleties. First, a domain
neighbor currently used to reach that destination, sinise timust check all paths it knowscluding failover paths
path would be a loopy (unusable) path to this neighbdo pick the one most disjoint from its primary. For exam-
BGP’spoison-reversgolicy ensures that a withdrawal beple, in Fig. 3b, Bobby’s most disjoint path is the failover
sent in this case. R-BGP replaces this poison-reverse wigfath he learned from AT&T, and hence he advertises this
drawal with an advertisement of the failover path, keepingath to Bob. Note that it may not be policy compliant to
the overhead at a minimum. advertise this path to the next-hop neighbor. The failover

The above rule also simplifies the implementation gfath, however, will only be used for a short period during



is responsible for knowing a failover path only if the link
S WY S e U between AT&T and Bob fails.

& l N Thus, in order to achieve the first step in ensugog-
Bobby f‘lm Bobby Joe tinuous connectivitywe need only show that Mechanism
* X / 1 ensures the AS immediately upstream of the down link
v always has a failover path on which to send packets. We
/Bob Bob show this by proving:
/ /\/ Lemma A.4. If any AS using a down link will have a path
i L to the destination after convergence, then R-BGP guaran-
(a) Second Best as Failover (b) Most Disjoint as Failover tees that an AS which is using the down link and adjacent

Figure 3: Which failover path to advertise? Choosing the path that is to it knows a failover path when the link fails.

most link-disjoint from the primary path makes it less likehat a link

failure will take down both the primary and the failover path The formal proof is in the appendix, but the intuition
is simple. Let Bob be the AS immediately upstream of the

convergence, and it is used to guarantee connectivity to fading link. One of two cases will apply.

advertising AS. Thus, we believe most ASes are willing to

advertise such paths. Regardless, we show experimentalfy,An AS upstream of Bob knows of a path p that does

that even using only policy compliant paths still elimirmte "0t use the failed linkin this case, the most disjoint
most transient disconnectivity. path at this upstream AS must not contain the down

Second, note that the disjointness of two paths is de- Nk because any path that contains the down link has
fined in term of their shared suffix. In particular, any des- & longer common suffix with the primary path through
tination based routing protocol, including BGP, creates a B0b and consequently is less link disjoint thanAs
routing tree to reach the destination. Once two paths going the failover path percolates from the upstream AS to-
to the destination meet at an AS, they do not diverge again Ward Bob, it can be replaced only withore disjoint
because no AS will announce multiple routes to the same Paths, which necessarily do not contain the down link.
destination. This means that at convergence two paths to Hence, Bob will be advertised a failover path that does
the destination can only have a common suffix. The smaller NOt traverse the failed link.
the length of this common suffix, the less likely the two ® NO AS upstream of Bob knows of paths that do not use
paths will fail simultaneously. Lastly, if multiple patheea  the failed link:In this case, no AS using the down link
equally disjoint from the primary path, then the normal knows an alternate path to the destination, and since

BGP algorithm is used to choose between them. ASes that do not use the down link will not change
their advertisement as a result of the link going down,
6.1.3 Is This Enough? Bob and all other ASes using the down link will not

. . , I have an alternate path, even after convergence.
The mechanism from the previous section maximizes

connectivity while advertising only a few failover paths.
But is this enough? Will every AS know a failover path f0|6
every link that can fail? We have shown that announcing most disjoint failover

Let us go back again to the Bob-AT&T example intropaths guarantees that, whenever a link goes down, the AS
duced in Fig. 2 at the beginning of this section. When tHiemmediately upstream of the down link knows a failover
link between Bob and MIT fails, Bob knows a failover pattpath and can avoid unnecessary packet drops. We now fo-
through AT&T. But Joe does not know any failover pathgus on the aftermath; specifically how to ensure that no AS
neither AT&T nor Bob sends through Joe, and thus nonmnecessarily loses connectivity at an intermediate stage
of them offers Joe a failover path. of convergenceither due to routing loops6.2) or be-

We claim that it is not necessary for every AS to know aause a usable path is no longer availabe3).
failover path for every link that can fail in order to achieve To see how a routing loop can be formed during con-
our goal. In fact, it suffices i€ach AS is responsible onlyvergence, we re-visit the previous example. In Fig. 4a, the
for the links immediately downstream of Tthe intuition link Bob—MIT is down and Bob has switched over to the
for this is simple: if the AS immediately upstream of dailover path through AT&T. Now, Bob has no path to an-
failed link knows a failover path, packets of all upstreamounce to AT&T or even to Joe because with normal BGP
ASes are automatically protected. In the above example fadicies the path through one provider (AT&T here) is not
long as Bob knows a failover path for when the link Bobadvertised to another provider. Hence, Bob withdraws his
MIT goes down, Joe’s packets will see no loss. Furthagute to MIT as in Fig. 4a. Unfortunately, these BGP up-
in this example Joe is responsible for knowing a failovetates do not indicate the reason for the withdrawal; so
path only if the link between Joe and Bob fails, and AT&both AT&T and Joe believe that the other might be still

.2 Converging Without Routing Loops
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(a) Bob withdraws path (b) AT&T and Joe route via each otherpackets when Bob withdraws his pathwithdrawal before he hears from

AT&T

Figure 5: Avoiding disconnectivity while moving from a failover séato

d stat
be able to route through Bob, and thus together they mige o eroed siate

takenly create a routing loop. In short, AT&T attempts to o ) S
route along “JoeBob—MIT” while Joe attempts to route VE'9ence. Contln.umg with our example in Fig. 5al, when
along “AT&T —Bob—MIT” causing the loop. Eventually, Bob withdraws his path, Joe uses RC_I to determine that
normal BGP will fix the loop but packets to MIT will be the old path offered by AT&T is invalid. Joe concludes
stuck in the loop and suffer drops until then. that he has no avalla_ble path and starts_to dr_op packets,
We observe that the routing loop could be avoided fV€N though AT&_T will eventually advertise him a new
AT&T and Joe could determine that Bob's withdrawal renPath through Sprint. How do we prevent ASes, like Joe,
ders the old paths through each other unavailable. This/{@M transiently losing their path? To solve this issue, we
possible if Bob includes in its update to Joe and AT&fake the following approach:
Root Cause Information (RCijdicating that the link be- Mechanism 3a - Use Old Primary Paths:When left
tween Bob and MIT is no longer available, preventing Jogithout a usable primary path, the AS immediately up-
and AT&T from attempting to route on any paths that usstream of a down link forwards along the failover path,
this link. This leads to our second mechanism: and all other ASes continue to forward along their old pri-

Mechanism 2 - Root Cause Information:Include in mary path.
each update message Root Cause Information indicating Thus, even though the path through Bob has been with-
which other paths will not be available as a result of thelrawn, Joe can temporarily use the withdrawn path to for-
same root cause event. ward packets to the destination.

We defer the details of implementing RCI urgif.3. Using old paths in this way, however, raises another
The idea of including in each update its root cause, hoWgu€stion: How long can Joe use this old primary path? Ide-
ever, is not new. Prior work [24, 30] uses root cause irftlly: J0& woulduse the old primary path until one of his
formation to reduce BGP convergence time and numb@fighbors announces a new path or he knows that he will
of messages. R-BGP benefits from the reduced convBpt have a path after convergende first part is simple;
gence time and reduced number of messages provided'b§ N€ighbor announces a path, Joe just moves to the new
RCI, but is novel in using RCI to prevent routing loop$ath because, as we have just proven, RCI guarantees that
during convergence. Assuming the valley-free and prefdfiS new path will be loop-free and will not traverse the

customer policies, we prove that using RCI eliminates traHoWn link. _
sient routing loops: The second part has a catch though— in current BGP

an AS cannot tell whether a neighbor will eventually an-
Lemma A.9. Consider a network that is in a convergechounce a path to him. This decision must be handled care-
state at time t, when a link fails, and converges again &blly, not waiting long enough may cause premature packet-
t + 7. At no time between t andit 7 do the forwarding loss, but waiting too long can create a deadlock state leav-
tables contain any loops. ing an AS indefinitely forwarding along an old path. To
precisely determine whether an AS will have a path after
The intuition underlying the proof is that loops occugonvergence requires an individual AS to ascertain a global
because at least one AS tries to use an out-of-date royggperty of the network using only the local information
RCI allows an AS to locally purge out-of-date routes, pregvailable to it. Griffin et al. have proven that even with ac-
venting the creation of transient loops. The details of th&ss to the entire link state of the Internet, and all pddicie
proof are in the Appendix. of all ASes, itis an NP-complete problem just to determine
i if the network will converge, without even attempting to
6.3 Ensuring a Usable Path Throughout Convergence determine the state to which it will converge [15].
We have just shown that if an AS has a usable path it The Internet has an inherent structure to it, however,
will be loop free, but we have not yet shown that an A&nd we take advantage of this structure to allow an AS to
will continue to have such a usable path throughout codetermine when it will know an available path. In particu-

Figure 4: Example of a Routing Loop



lar, most paths on the Internet are valley-free [12], that issing a path through the down link. If we call the AS up-
all ASes on the path pursue economic interests by offeristream of the down link thiailover AS then Mechanism 1

the path only if it goes to or from a customer. Focusingnsures that the failover AS will have a failover path when
on this common case of valley-free paths, allows R-BGtRe link first goes down, allowing it to initially protect all

to provide the global guarantee of continuous connectitraffic sent by the affected ASes. If we refer to alternate
ity, while using only local information available to eachpaths that do not contain the down linksefe pathsthen

AS. We use the following Mechanism to communicate thiechanism 2 ensures no loops throughout convergence by
required information to allow an AS to locally determineallowing an AS that changes its path as a result of the
the global property of whether it will eventually have ardown link to avoid unsafe paths. Finally, Mechanism 3 en-
available path: sures that, throughout convergence, all affected ASes pro-

Mechanism 3b - Ensuring ConvergenceAn AS stops €Ct their traffic by forwarding it on their old path to the
forwarding internally originated traffic along withdrawn failover AS, until they, or some AS between them and the
primary paths or failover paths when explicit withdrawaldailover AS, leam a safe path to the destination. Thus, t_he
have been received from all neighbors. An AS delays seff@mbination of all three mechanisms allows us to prove:

ing a withdrawal to a neighbor until it is sure it will Not Theorem A.11. Consider a network which is in a con-
offer this neighbor a valley-free path at convergence. verged state at time t, when a link goes down, and con-

To see how this works, suppose another neighbor Joherges again at+ . Assuming the valley-free, and prefer-
is using Joe to get to MIT as shown in Fig. 5b. After Bolzustomer policies, if an AS A knows a path to destination
withdraws his route from Joe, Joe knows no route to MI attimes t and # 7, then at any time between t anel tr
until AT&T announces a new path. Joe waits until AT&Tthe forwarding tables contain a path from A to p.
withdraws its current path, which contains the down link,
or replaces it by a new path before sending a withdrawal The proof of this theorem is in the Appendix. This last
to John, thus ensuring continuous connectivity for Johtheorem is the culmination of R-BGP design. It proves that
In contrast, it sends a withdrawal to AT&T as soon as R-BGP achieves the goal stated at the beginning of this
hears the withdrawal from Bob, since it knows it will notsection. Specifically, R-BGP ensures that any two domains
have a valley-free path to offer AT&T at convergence. Thistay connected as long as the underlying AS-graph has a
prevents a deadlock where Joe and AT&T are waiting otalley-free policy compliant path that goes between them.
each other to send withdrawals.

More generally, an AS knows it will not offer a valley- /  IMPLEMENTATION & PROTOCOL DETAILS
free path to a non-customer once it has heard withdrawals Our discussion so far considers each AS to be a single
or advertisements of non-valley free paths from all cugntity, but ASes are composed of many routers. Here, we
tomers. Additionally, it knows it will not offer a valley-€e  describe a router level implementation of R-BGP; specifi-
path to a customer once it has heard withdrawals or nogally, how R-BGP forwards packets, works with route re-
valley-free advertisements from all neighbors. To idgntifflectors, and communicates RCI. Fig. 12 in the appendix
paths which are valley-free, advertisements include an aghs pseudo-code for R-BGP’s update algorithm.
ditional bit indicating whether or not a path is valley-free

Since valley-free paths are also loop-free, enforcingl Packet Forwarding
that delayed withdrawals only follow valley-free paths al-  packet forwarding with R-BGP is similar to normal
lows R-BGP to ensure continuous connectivity in the comprwarding except that when packets arrive at a given router
mon case when ASes are following valley-free and prefahey may be traveling along either the primary path or the
customer policies, and still avoid deadlock regardless gfilover path, and the router will need to forward the packet
policies. Formally, Mechanism 3b ensures: differently in each case. This differentiated forwardieg r

Theorem A.10. Regardless of policies, in a converged sta?ér'ireS: a) detecting whether a packet is on the failover path

no AS is deadlocked waiting to send an update, and no Rgthe primary, b) storing the next hop for both the primary
is forwarding packets along a withdrawn or failover path @"d failover paths, and c) forwarding the packet to the ap-
propriate next hop.

Lastly, note that to ensure continuous connectivity, ASes
continue to forward traffic received from their neighbors.(a) Different Virtual Connections for Primary and Failover
To allow the router to distinguish whether the packet
is traveling along the primary or the failover path, R-BGP
Together, the preceding three mechanisms ensure catilizes two “virtual” layer-two connections between each
tinuous connectivity between two ASes as long as the upair of BGP-speaking routers, one for primary path traffic,
derlying graph is connected. To understand this, recogniaed one for failover traffic. The simplest way to implement
that when a link fails, the ASes most affected are thosgrtual connections is through virtual interfaces anduwat

6.4 R-BGP: Intuition and Guarantees



LANs (VLANSs). When the two routers are not physicallyjong as multiple links connected to a given AS do not fail
connected, we use MPLS or IP tunnels. Thus, traffic semtthe same time. This is similar to line cards built to handle
out the primary virtual interface on one router, will arrivetunnel encapsulation and decapsulation at line speed.[2, 4]
on the primary virtual interface on the other router, and

similarly for the failover virtual interfaces. Supportiragl- (c) Forwarding Process

ditional VLANSs and virtual interfaces like this comes with 1o path followed by a packet utilizing a failover path

little to no overhead, and is already heavily used both f@f,5 4t most three segments: (s1) the packet travels along
configuring peering relationships between ISPs at publicyefix of the old primary path along which packets were
peering points and for configuring VPN customers [3].  rayeling before the link went down, (s2) the packet reaches
the router immediately connected to the down link, who
(b) Storing Primary and Failover Forwarding Informationforwards the packet along its failover path, and (s3) the

packet reaches a router that knows a primary path not con-

Routers can easily support the storage of separate faf,ing the down link, and the packet is forwarded along
warding entries for the primary and failover path througf, ¢ primary path.

separate forwarding tables. Current routers a!ready SUP- \when a router in (s1) receives a packet, it will receive
port separate forwarding tables for separate virtual intef, o packet along a primary virtual interface. Since the pri-

faces [1]. While this simple model doubles the requiregh,y virtyal interface is associated with the primary for-
forwarding memory, modern routers can accommodate Syeling table, the packet arrival will trigger a look-up in
need. Since they need to support many VPNS, next-genefaiqRvarding table. For routers in (s1), the result offsuc

backbone routers are designed to handle a few million ro‘ét?éok-up will be the primary virtual interface towards the
In contrast, the largest Internet routing tables curreimdye next-hop router on the primary path.

only 200-300 thousand external entries [16], and this i €X- g continues until the packet reaches (s2), i.e., until it

pected to grow to only 370,000 in the next 5 years [26]g5ches the router immediately upstream of the down link.
Any additional dollar cost associated with the added mergj, e packets arrive at this router along a primary virtual
ory should n_ot be prohibitive either because the forwardingarface they again trigger a look-up in the primary for-
memory typically represents less than 10% of the overglly qing table. This router uses Bidirectional Forwarding
dollar cost of a_ro_uter line card [1_]' Detection [19] to quickly detect the link failure and it pop-
We can optimize the forwarding memory overhead byjaseq gl entries in its primary forwarding table that Use t

combining the primary and failover tables entries into g\ jink with the associated failover path entries instead
single integrated forwarding table. Most high speed routqrhus’ on this router, a look-up in the primary forwarding
architectures have a level of indirection between the éesfipio will result in a failover virtual interface.

nation IP look-up, and the forwarding entries which con- Thus, the packet will continue to be forwarded along

tain the next-hop information used to forward the packebjioyer virtual interfaces, with all look-ups performed o
The memory in the forwarding table is typically dominateghjjoyer forwarding tables, until it reaches (s3), i.e.tilin

by the IP look-up portion, because this is usually storgfe s hes a router that knows a primary path that does not
as atree in a relatively memory inefficient way in Ord_eéontain the down link. This router will have an entry in
to facilitate fast look-ups. Note tha_t R'B_GP does not Nts failover forwarding table that contains a primary vitu
crease the number of entries (prefixes) in the forwardingieace. From this point on to the destination, the packet
table, rather it stores two pieces of information for €aclyy pe forwarded along primary virtual interfaces, with
prefix — the primary and the failover next hop informay . \ns performed only in primary forwarding tables.
tion. Hence, both primary and failover forwarding entries
can be merged into a single table, eliminating the ovef.o  advertising Failover Paths with Route Reflectors
head of storing a second tree. The look-up tree need only -
be extended to store at each leaf two indices into the table -@r9¢ ASes utilize route reflectors to reduce overhead.
storing next-hop information, one for the primary next-hoffather than have each router in the AS connect to every
information, and one for the failover next-hop information®"€ Of the BGP border routers (full-mesh), the route reflec-
Furthermore, it is possible to completely eliminate aniP's actas a central point where all externally learnt reute
need for additional memory on the line cards of the routéi"® Stored and propagated to other routers. This works iden-
To do so, one stores the failover table on a specializ8gally with failover paths; a border router that learns a

dummy line card in the router with no physical interfacefailover path advertises the route to the route reflectoicivh
of its own. All packets arriving on any failover virtual in- in turn advertises its best failover path to the other rauter

terface on the router would be sent to this dummy line card,
which would perform the look-up in its copy of the failover”
table, and ensure the packet is forwarded accordingly. One BGP update messages are triggered by interdomain link
line card per router should provide sufficient capacity astate changes, intradomain link state changes, or configu-

3 Communicating Root Cause Information



ration changes, which we call the root cause of the upda&& links as either customer-provider, provider-customer,
event. Here, we focus on interdomain link state changesan peer-peer (se¢2).
the context of a single destination, but the same applies to The algorithms used to produce the policies have some
other causes and destinations. limitations. First, the algorithms sometimes produce piex
Root Cause Information (RCI) is created and forwardeistomer loops. It is well known that such loops do not ex-
whenever a link changes state. Note that when a link chamgjés the Internet, and could lead to persistent BGP loofk [1
state, at most one of the the two routers adjacent to the lifjus, we eliminate them by finding the AS in the loop with
i.e., whichever router uses the link for the given destindhe fewest neighbors, and removing the edge between this
tion, will generate an update to its primary path. Tiust AS and the next AS in the loop (its customer). Second,
cause routenttaches its AS number, a router identifier andthen one ISP spans multiple AS numbers, the algorithm
the new link state to all updates generated as a result of ihg10] assign these ASessibling relationship. We treat
link state change. This information is call&bot Cause sibling relationships as peer-peer, since treating them as
Information (RCI) Routers that change their routes as anything else also leads to provider-customer loops.
result of receiving such an update message, copy the RCI )
in the received update into the update messages they gér- Simulator
erate. This allows any router whose paths are affected by BGP implementations in existing simulators such as
this link state change to learn the unique root cause tr®SFNET [5] and ns-2 [27] use so much memory that they
triggered the series of update messages and mftgs cannot, even on our 8GB server, scale to the 24000-node
routes that include the down link from its routing table. AS graph of the Internet. To simulate the full Internet, we
Encoding the appropriate link state change informatidfad to write our own BGP-specific simulator. Our simu-
is non-trivial, however, since updates triggered by diffefator is optimized for performance, yet implements all the
ent root cause events may propagate at different speegisportant characteristics of BGP convergence. In partic-
For example, if a link flaps (i.e., a link goes down and thelar, it implements sending and receiving of update and
immediately comes back up), the link down update mayithdrawal messages, detailed message timing including
arrive at a router after an update from another neighbgte MRAI timer, and the full BGP decision process includ-
announcing the link up event, causing the router to mistaifqg relationship-based route preferences.
enly assume the link is still down.
To solve this problem, R-BGP uses a monotonicall§-3 Compared Protocols

increasing sequence number per BGP router and includese compare current BGP with three variants of R-BGP

in the RCI both the identifier and the sequence numbgyat differ only in the choice of the failover path.
of the root-cause routerFurther, in a router's BGP RIB,

the AS-Path information includes for each AS in the AS-® Most-Disjoint Failover PathWhen ASes advertise the
PATH, theegress routefor that AS, and that router's se-  Path most disjoint from their primary as a failover path,
quence number. Upon receiving an update with RCI, the R-BGP guarantees that no unnecessary drops occur due
router purges a route if any of the route’s AS-PATH en- 10 transient inter-AS disconnectivity. Though the most-
tries matches both the AS and the router identifier in the disjoint path may not be policy compliant, ASes have
update’s RCI, and has a lower associated sequence num-an incentive to advertise it for failover. First, the cost is
ber than the update’s RCI. When an interdomain link goes little—a failover path is only used for a short time until
down, all ASes on the affected AS-paths will receive up- BGP converges. Second, as explainegbnan AS that
dates with the root-cause router's RCI and will mark these does not announce the most disjoint failover path risks
paths as withdrawn. This is sufficient to prevent interdo- having its own packets dropped upon a route change

main loops (Lemma A.9). since a downstream AS may have no usable path.
e Most Disjoint Policy Compliant Failover PatiWe also
8 EXPERIMENTAL EVALUATION OF R-BGP evaluate the performance of R-BGP when an AS adver-

] . ) tises the most disjoint policy-compliant failover path.
We evaluate R-BGP using simulations over the best |, particular, we would like to quantify how useful R-

known estimate of the Internet AS-graph. BGP would be if we limit failover paths to be policy
o - compliant. If the likelihood of transient disconnectiv-
8.1 Obtaining Internet Graphs and AS Policies ity is very low, then it is probably sufficient to stick to

The most important test of an interdomain routing pro-  Policy compliant paths even for failover.
tocol is how well it performs in a full scale Internet set- ® Second Most Preferred Failover Pattt:is also natu-
ting. Thus, we evaluate R-BGP on a 24,142 node AS-level ral to ask what would happen if each AS advertises its
graph of the Internet generated from BGP updates at Route-Second best path as its failover path, again limiting to
views [6] vantage points. Additionally, we use the best only policy compliant paths. After all, when the pri-
known policy inference algorithms [10] to annotate inter- mary path fails, an AS uses the second best path.
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Figure 6: Singe Edge-Link Failure: Percentage of AS sources that will sent on each interdomain link. The measurements are frod®@&imu-
have a policy compliant path after convergence, but sesigandiscon- |ations, where one of the two links of a dual-homed destimatiomain
nectivity to a dual-homed edge domain when one of its links.fa is taken down.

8.4 Experimental Setup nario, R-BGP prevents disconnectivity when a single link
goes down. Additionally, even when multiple links go down
To ensure R-BGP works in all cases, we evaluate iggmultaneously, R-BGP avoids almost 80% of the discon-
performance for both edge link and core link failures.  nectivity seen with BGP. Further, R-BGP achieves this per-
(1) Dual-Homed Edge Domainsitis common in today’s formance with message overheads comparable to BGP and
Internet for edge domains to be multi-homed. Multi-homisgrprisingly improves convergence times.
is sought after to improve resilience to access link failure i . , i
But how effective is such a backup approach in preverﬁ-'l Dual-Homed Domains Resilience to Link Failures
ing transient disconnectivity? To answer this we look at We first consider the dual-homed edge scenario. In par-
the effect of taking down a link connected to a dual homegtular, we explore the following question: How many source
edge domain. For each of the 9200 dual-homed edge dkBes are transiently disconnected when a dual-homed AS
mains in our AS graph, we run a simulation, in which wéoses one of its access links? Fig. 6 reports the percentage
take down one of the domain’s two access links, and ask ASes that temporarily lose connectivity, averaged over
how many source ASes will experience transient discorach link for all 9200 dual-homed domains. The figure
nectivity to the domain. Specifically, we compare the peshows that, in BGP, 22% of the ASes experience transient
formance of BGP and the R-BGP variants using the fotlisconnectivity when one of the links to a dual-homed des-
lowing metric: Among the sources that will be connectetination domain fails. R-BGP using most disjoint failover
to the dual homed edge domaifierBGP converges, what paths reduces this number to zero, confirming the analyti-
fraction will see disconnectivity during convergence? Weal guarantees.
also use this scenario to determine the performance of the The figure also shows that all variants of R-BGP signif-
various protocols when multiple links are taken down, anidantly increase resilience to transient disconnectiity
when a link comes back up at the same time that anot&®GP performs adequately when working within the con-
goes down. Further, we quantify the relative overhead &hes of current policies; using policy compliant most dis-
the various versions of R-BGP by measuring the numbjgint paths for failover allows disconnectivity in only P&t
of routing messages exchanged and the time to convergef. the cases. This means that even if ASes are not will-

(2) Core Link Down: While the above scenario looks atng to temporarily provide transit for their non-customers

access links, many more ASes can be affected when c5BGP still avoids almost all disconnectivity. Announcing

links fail and so it's important to confirm that R-BGP avoid‘ohe second best path_ asa f?nover path, though does not
transient disconnectivity in these scenarios as well. We derform as well, allowing 5.2% of the domains to be tem-
fine a core link as a connection between two non-stub dgorarily disconnected. This is because often there is much
mains. In this scenario we compare the various protocdf¥€rlap in the best and the second-best paths, reducing the
on the following metric: Among the AS pairs that were us[1umber of link failures that the failover paths cover. $till
ing the down core link, and will be connecteéter BGP even an R-BGP variant that uses the second best path for
converges, what fraction will see disconnectivity durindfilover is significantly better than current BGP.
convergence? For each of the 200 links that we tested,

ran 24142 simulations, one for each possible destination o )
AS, and averaged the results across links. Since R-BGP needs to maintain and update failover

paths in addition to primary paths, one may be concerned
that R-BGP may delay convergence or exchange a large
number of update messages. Our results show that the num-

Our empirical results confirm that in both the dualber of update messages in R-BGP is comparable to BGP,
homed edge domain scenario, and the down core link s@ad surprisingly R-BGP converges faster than BGP.

Number of Updates and Convergence Time

9 EMPIRICAL RESULTS



1 _ PP R-BGP tends to converge faster than BGP. Again this is be-
cause RCI eliminates unproductive path exploration dur-
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ing convergence. In our simulations, all R-BGP variants

3

[=%

£

s}

(2]

2 o8

b I never took longer than 106s to converge, whereas BGP
g o7 BGP s needed as long as 323s in certain cases. Again, RCl alone
5 06 R-BGP: Most Disjont Poicy Compliant —— only does slightly better than R-BGP~it always converges

@ o5 R-BGP: Most Disjoint —= within 96s, indicating that the overhead of the failoverhzat

0 20 40 60 80 100 120 140 160

adds little to the convergence time.
Time of Last Update (secs)

Figure 8: Convergence Time:CDF of the convergence time taken over9.3 Multiple Simultaneous Events
AS samples. Convergence time is measured as the intervakbetthe

failure and the last time an ASes primary path forwardingetd up- Our focus so far, including our anﬁlytica_l guarantees,
dated. The measurements are from 18,400 simulations, vaneref the has been on the case when only a single link goes down
two links of a dual-homed destination domain is taken down. at a time. It is less likely for multiple link-down or link-up

events to happen simultaneously especially at the interdo-
main level. Still, we show empirically that, even in this
case, R-BGP can significantly reduce the chances of tran-
sient disconnectivity. To simplify interpretation, we aga
show this in the dual homed edge domain scenario.

BGP 32.9%

R-BGP: Second Best

R-BGP: Policy Compliant
Most Disjoint

R-BGP: Most Disjoint 6.8%

9.3.1 Failure of Both Primary and Failover Paths

0% 10% 20% 30% 40% Rather than selecting the two failed links randomly,
Percentage of ASes Seeing Loss . .
Fiaure 9: Simul Link Fail b . £ ASes which h we simulate one of the worst cases for R-BGP, namely si-
igure 9: Simultaneous Link Failures: Percentage of ASes which have . . : .
a policy compliant path after convergence, but see trahsisconnec- multaneous link fallure_s on thh the primary and failover
tivity to a dual-homed edge destination, in the worst caseado where Paths. As before, we pick the first link from among the two
one of its access links is taken down at the same time as afintke® access links of a dual-homed edge destination. We pick the
failover path of the AS immediately upstream of the down link second link rand0m|y from among the links on the failover

Again, considering the dual-homed edge domain sckath that would have been used to compensate for the fail-
nario, Fig. 7 plots the cumulative distribution of the num¢e Of the first link. We perform a total of 9200 2 x 4

ber of updates exchanged across each link in the graﬁ'ﬁnulations, i.e., for each of the links of the dual-homed

when routes converge after one of the two links of a duaﬁées, we randomly fail four different links on the failover

homed destination is brought down. The figure shows thagth, one ata time. _
92% of interdomain links see at most one update during F19- 9 shows that R-BGP reduces the number of dis-
convergence for all protocols. R-BGP with most disjoinPnnected sources from 32.9% to 6.8%, avoiding 80% of
failover paths sends fewer messages than the other vaig disconnectivity seen with BGP. The intuition is that
ants. Further, all variants of R-BGP send a number of me&Yen though the failover path of the first failed link is bro-
sages comparable to BGP. ken, th_e failover path_m_c the ;econd fa_lle_d link may still be
It might look surprising that R-BGP sometimes send@Perational, thus avoiding disconnectivity.
fewer updates than current BGP. This is due to the Rogt
Cause Information (RCI) mechanism describegér?. In ~*
particular, when a link fails, current BGP may move to an Can ongoing convergence on the failover path hinder
alternate route that contains the same failed link and aithe ability to ensure connectivity when the primary path
vertise this new route to neighboring ASes. RCI providdails? Our simulations show that R-BGP avoids transient
an AS with enough information to locally purge all routeslisconnectivity and that no adverse interaction happens.
that traverse the failed link, thus preventing such useless Specifically, we simulate the following worst case sce-
updates and significantly reducing path exploration. Omario for R-BGP. We pick one of the two access links of
may wonder whether RCI significantly decreases the num-dual-homed AS and bring down its preferred failover
ber of messages and the failover advertisements eat mpath by bringing down a link on that path. This triggers
of this decrease, making the overall number of messageshange in the failover path. After the network has con-
on par with BGP. This however is not the case. The numerged, we fail the access link of the dual-homed AS. At
ber of messages with just RCI is only a bit smaller, but wihe same time, we bring up the previously failed link of
omit these results here to enhance readability. most preferred failover path. This triggers a change in the
Fig 8 plots the cumulative distribution of the converfailover path while it is in use.

gence time for each protocol when one link of a dual- Fig. 10 shows that despite ongoing convergence on the
homed domain is brought down. It shows that, on averadajlover path, no packets are dropped when the primary

3.2 Changing Failover Path During Failure
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Figure 10: One Up One Down:Percentage of sources which have a polgigyre 11: Single Core-Link Failure: When a random core-link is taken

icy compliant path with both links down, but see transiestdnnectivity down, the fraction of source destination pairs using thait livhich see
to a dual-homed edge destination, when one of it's linkskertadown at  yransjent disconnectivity.

the same time as bringing up a link on the default failovehmdthe AS

immediately upstream of the first down link. .
yup works that do not have a long haul backbone of their own

ljlqeorder to connect between regional offices. Since paths

ath goes down. In contrast, BGP causes over 35% of _ . ) .
hath g ° fhrough a core link are less likely to involve this type of

ASes to lose connectivity to the dual-homed AS. Surpri
ingly, this number is significantly larger than the percen
age of AS disconnectivity caused by BGP when a sing
link goes down. The fact that two events occurred togeth
increases BGP transient disconnectivity despite that Or[-ll% CONCLUSION
of the events is a link up. This surprising fact is consiste

with prior results that show that BGP might experience dis- This paper shows that transient disconnectivity during

ong haul backbone AS, a correspondingly smaller frac-

fion of paths using a core link are affected by whether the
mjost disjoint path is restricted to be policy compliant.

connectivity even when a single link comes up [35]. BGP convergenceis unwarranted and can be easily avoided.
Our approach, called R-BGP, uses a small number of pre-
9.4 Resilience to Core Link Failures computed failover paths to protect data forwarding from

ﬁhe pathological effects of BGP dynamics. R-BGP per-

Finally, we want to ensure that R-BGP performs we o
during core link failures in addition to access link failare forms a few modifications to current BGP that are easy to

Thus, using the methodology describedsBi4, we test implement and deploy in today’s routers. Simulations on
disconnectivity when a randomly chosen core link in thg‘e AS-level graph of the current Internet show that R-BGP

network fails. Figure 11 reveals that R-BGP using mogleduces the number of domains that see transient discon-

disjoint failover paths eliminates packet loss for corekIlnr_'elft'v'tydresglt'?g from ? ILnkJallure from 22 /B forr] edge
failures. Further, we see that core link failures cause prg” shan 14% for (r:](_)re in hs' Iown todzerp in ,(;]t cases.
portionally less loss than edge links for all four protocolgzurt er, R-BGP achieves this loss reduction with message

because the highly connected nature of the core ensu?é@rheads close to current BGP, and, surprisingly, reduces

that alternative paths are available to BGP. However nct@"Vvergence times.
that even though a smaller fraction of ASes may see lo ?L A
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When an update is received:
a) Store AS-Path and Egress Router Sequence Number List iffR||

b) Mark withdrawn and out-of-date all RIB-In entries whose &g
Router Sequence Number List contains an entry with samg AS
and Egress Router as RCI, but with a lower sequence number

¢) Compute new primary using the BGP decision algorithm over no
failover paths

d) Compute, over all paths, most disjoint path from the prinaath,
and set as the new failover path

e) If primary path changes and is non-empty, increment sequenc
number, send new primary path to all non-next-hop neighbors
for whom it is policy compliant, and update primary forwargi
table with new primary

f) If primary or failover changed and new primary path is nonpgm
send an update containing new failover, regardless of ydfic
new primary next-hop neighbor, and update failover foniragd
table with new failover

g) When no customer paths are marked out-of-date, if the pyimar
path is not empty send withdrawals to all non-customers |for
whom the primary path is not policy compliant; otherwise the
primary path is empty, so send withdrawalsatbnon-customers|

h) If new primary is empty path, no path is marked out-of-datth pa
from any neighbor, no peer is offering a loopy path, and|no
provider is offering a loopy or backup path, then update for-
warding table to stop forwarding locally originated packetnd
send withdrawals to all neighbors to whom withdrawals hase |n
already been sent, but continue forwarding along the olé pat
packets received from neighboring ASes

w

Figure 12: Pseudo-code for the algorithm

APPENDIX
A FAILOVER PROOFS

An important step in our design is to formally prove that the
proposed protocols achieve their goals.

We model the network as a directed graph in which each node
represents a single-router autonomous system (AS). Wgzmnal
the scenario in which BGP is in a converged state at tirtteen a
link e goes down, and finally BGP converges again at tinrer.

We assume that between timeandt + = no other events oc-
cur, i.e., no other links come up or go down. We also assume
that during this time no customer-provider-peer relatiops be-
tween ASes change, and that no AS changes its policy regardin
which routes are preferred and to whom those routes are -adver
tised. Without loss of generality, we analyze the availgidths

to one prefixp during the transition. We us® to denote the AS
“upstream” of the failing linke, i.e., the AS which is forwarding
packets foip along linke.

At various points in the analysis we make assumptions about
routing policy. In order to state these assumptions, we rimist
troduce several definitions. First, we assume that everg dug
the network has a label indicating the relationship betwiezn
endpoints, either customer-to-provider, provider-tstomer, or
peer-to-peer. Oppositely directed edges have reversetslalye
also assume that there are no cycles consisting entirelystbmer-
to-provider edges or provider-to-customer edges.

We say that a (directed) path in the networkaley freeif a
link labeled either provider-to-customer or peer-to-pegan only
be followed by a link labeled provider-to-customer. We dagtt
an ASA observes &alley-free policyif it never advertises a path
from a non-customer to a non-customer.

Lemma A.1. A valley-free path cannot contain a loop.

Proof. See [21] for proof.



We say that an A2\ observes @refer-customer poligyif A is by induction on the path, starting Bk and moving towards
always prefers a path that is advertised by a customérader a Piy1. For the base case, we note that sifge which hostsp,
path that is advertised #@by a provider or peer. knows a path tg at timet and advertises a path Ry_1 at time

The last definition is more subtle. We say that an A®Il- t + 7, by the widest advertisement polid3 must advertise a
lows awidest-advertisemergolicy if the following holds. For route toPy_; at timet. By assumption, this path does not wse
a prefixp, if A is ever willing to advertise a primary path to a(e.g., it could be the one AS hop pathPRg). For the inductive
neighborB that it learned from another neighb@r; then when- casepj, wherei + 1 < j < kreceives a path frorR; 11 that does
everA knows of any path throug@, it must advertise some path not usee, and since it advertises a pathRp_; at timet + 7, P
to B. Note that this latter path advertisedBmeed not have been must also advertise one at timeAs before, by assumption the
learned fromC. Further, note all three policies are consistentpath does not use
ASes prefer customer paths, advertise the paths to the wgdes Now we apply Lemma A.3. Note that by the definitionipf
of neighbors and their policies lead to valley-free paths. Pi+1 does not use a path througtat timet. Since, at time, P;

Note that, our proofs hold for any route change for whicluses a path throughand knows of a path fror®;; that does
policies incompliant with the assumptions are not execcihar- not, by Lemma A.3, at timeAS Q knows of a failover path that
ing convergence. With our terminology settled, we now provdoes not use. a
several lemmas on our way to the theorems. Lemma A.9. Consider a network that is in a converged state at
Lemma A.2. If at time t the primary path from an AS A to ptime t, when a link fails, and converges again at t. Assuming
passes through e, but A knows of a primary or failover path théhe valley-free, prefer-customer, and widest-advertesenpoli-

does not use e, then A’s failover path to p does not use e. cies, at no time between t and#t 7 do the forwarding tables
Proof. The proof follows from the fact that BGP establishes desontain any loops.
tination based routes. Thus, any two pathg that sharee must  Proof. See [21] for proof. O

share a common suffix beginning wi@ (the AS upstream of Theorem A.10. Regardless of policies, in a converged state, no
€). On the other hand, if a path does not contaithen it can- AS is deadlocked waiting to send an update, and no AS is for-
not share this entire suffix. Hence this path must be moreidisj warding packets along a withdrawn or failover path.
from A's primary path than any path that contaes O  Proof. See [21] for proof. O
LemmaA.3. Ifattime t there is any AS A whose primary pathto  As the the culmination of the preceding lemmas, the follow
destination p passes through link e, but who knows of a pgmaproves, assuming the widest advertisement policy, thatGRB
or failover path that does not use link e, then, attime t, @ A% meets the continuous connectivity guarantee.
upstream of e, knows of a failover path that does not use e. Theorem A.11. Consider a network which is in a converged
Proof. Let Uy, ..., U, denote the prefix of\A's primary path to state at time t, when a link goes down, and converges again at
p, whereUpy = A, andU, = Q. We prove by induction that t 4+ 7.Assuming the valley-free, and prefer-customer polidfes,
for 0 < i < n, Uj's failover path top does not contaire, and an AS A knows a path to destination p at times t andst, then
henceU; advertises a failover path that does not contatn its  at any time between t andit 7 the forwarding tables contain a
successorJit+1, on the primary path. For the base case, by apath from A to p.
sumption and by Lemma A.2ly’s failover path does not contain Proof. By recognizing that ASes continue to indefinitely forward
e. This failover path is advertised to its successgon Uy's pri- ~ along their old path any packets they receive from neiginigori
mary path top. For the inductive step, eadl, i > 1, learns of ASes and invoking Theorem A which proves the forwarding ta-
a failover path that does not contarirom its predecessdd;_;.  Ples cannot contain aloop, we can guarantee that no paclet wh
Hence,U; knows of at least one path that does not conéaamd IS sent byA betweert andt + 7 will ever be dropped, and thus
by Lemma A.2,U;’s failover path, whichU; advertises tdJ; 1, all packets must eventually reach the destination. Thus o& m
does not contaie. Finally, Q = U, learns of a failover path from only prove thatA will continue to forward it's own packets.
its predecessddn_1. 0 Recognize that by following Mechanism &,will continue
The following lemma assumes the widest advertisement pdf forward it's own packets unless it recieves a withdrawairf
icy and shows that if there is a path throu@hfrom an ASV all neighbors. Thus we need only prove ti#ahas at least one
to destinatiorp beforee goes down, an has a path te after neighbor from whom it never recieves a withdrawal.
convergence, the@ knows a failover path wheagoes down. To do this, we prove by induction, that betweeandt +
Lemma A.4. If any AS using a down link will have a path to7 A Will never receive a withdrawal fron, the neighbor oA
the destination after convergence, then R-BGP guaranteats tthrough whomA will forward at timet + 7. We say the path that
an AS which is using the down link and adjacent to it knows M offers toAatt + 7 is No, Ny, ..., Nk, whereNo = N and N
failover path when the link fails. originatesp.
Proof. First let us establish some notation. Suppose that some AS the base case it's clear that sileoriginatesp and offers
AS V uses a path throughito destinatiorp at timet and knows @ path toN«—1 att + 7, it must also do so fromito t + 7, by
of a pathPg, Py, ..., P« to p at timet + 7, whereP, = V and our widest advertisement policy assumption. Additionadigch
Py hosts the prefix. Note thatPo, Py, . . ., P« does not contaie, AS, Ni, advertises the path fromi;1 to Ni—y att + 7 and by
becauseis down att+ . Leti denote the largest index such thainductionN; is advertised a path by 1 fromttot + 7. Thus,N
at timet the path fromP; to p passes through. (Such an index Must continuously advertise some pattNio, fromttot+ 7 by
must exist since the path from = P, goes througle at timet.) ~ widest-advertisement policy. Analogouslymust offerA a path
The key to the proof is to show that since each AS in th#®r the entire period betweenandt + . Thus we have shown
sequenc® 1, Pita, . . ., P« advertises a path to destinatipio  thatAwill never receive a withdrawal fromN betweert andt+,

its predecessor at time- 7, it must also do so at time The proof ~and soA will continue to forward it's own packets. O



