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Abstract Researchers have begun to explore tools that

allow multiple users to collaborate across multiple devices

in collocated environments. These tools often allow users

to simultaneously place and interact with information on

shared displays. Unfortunately, there is a lack of experi-

mental tasks to evaluate the effectiveness of these tools for

information coordination in such scenarios. In this article,

we introduce job-shop scheduling as a task that could be

used to evaluate systems and interactions within computer-

supported collaboration environments. We describe prop-

erties that make the task useful, as well as evaluation

measures that may be used. We also present two experi-

ments as case studies to illustrate the breadth of scenarios

in which this task may be applied. The first experiment

shows the differences when users interact with different

communicative gesturing schemes, while the second

demonstrates the benefits of shared visual information on

large displays. We close by discussing the general appli-

cability of the tasks.

Keywords Job-shop scheduling task � Evaluation �
Collocated environments � Computer-supported

collaborative work � User study

1 Introduction

As computing technologies move off the desktop and into

the everyday world, methods for examining group inter-

actions in computer-supported collaboration environments

are becoming ever more essential [1]. Existing evaluation

methods for examining group interaction consist of meth-

odologies that range from ethnographic methods for

observing users in real-world environments to laboratory

experiments that examine particular attributes of group

interaction in a controlled setting.

Many computer-supported collaborative work research-

ers have chosen the ethnographic approach. Ethnographic

methodologies typically emphasize users’ points of view

and experiences rather than aggregate measures of perfor-

mance. Through subjective interpretation of observational

data, researchers obtain a rich picture of how technologies

are adopted in the real world. For example, Heath et al. [2]

describe sociological workplace studies concerned with

work, technology, and interaction in organizational envi-

ronments. They discuss how these studies can provide

deeper understanding of technology within fields such as

cognitive science, computer-supported collaborative work,

and human-computer interaction. While the ethnographic
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approach is essential to gleaning a real world understand-

ing of collaborative work, it is often difficult to include the

tight control of variables that laboratory studies can pro-

vide.

Hence, other researchers have chosen to employ labo-

ratory experiments in which tasks and variables are care-

fully crafted and controlled. This allows researchers to

study specific phenomena of interest. Designed properly,

laboratory experiments can eliminate alternate explana-

tions to observed phenomena and allow for much stronger

causal interpretability of the results. They are also gener-

ally more replicable than in-situ observations. However,

results from poorly designed experiments run the risk of

missing important contextual variables and drawing

incorrect conclusions.

We share Dourish’s [3] belief that the two paradigms

provide researchers with complementary information and

when wielded accordingly, can be used to optimally

understand the role of technology in collaboration settings.

Unfortunately, while ethnographic methods are well

understood, there is currently a shortage of useful experi-

mental paradigms for evaluating collaborative technolo-

gies. In a recent flurry of workshops and papers,

researchers have begun work to address this shortage (e.g.

[4, 5]). In particular, it would be useful if common tasks

could be established to evaluate computer-supported col-

laborative environments, thereby allowing the community

to iterate upon and refine appropriate tasks and metrics.

Utilizing a consistent task across studies will help provide

validity to the task, and will allow researchers to better

assess the significance of their results in comparison to

other work.

While we focus our current work on filling this gap in

experimental tasks for laboratory experiments, we utilize

certain methods that traditionally fall closer to the quali-

tative tradition, such as inspecting conversation transcripts

and interpreting the information that lies therein. In

designing our tasks, we have also tried to maintain sensi-

tivity to external validity, ensuring that the tasks are

somewhat representative of real-world tasks, so that gen-

eralizing these tasks does not drastically alter any experi-

mental laboratory findings.

In this paper, we propose job-shop scheduling as a

general task that can be used to evaluate computer-sup-

ported collaborative environments. In addition, we present

metrics that can be utilized, as well as show how the task

and methodology can be adapted to specific research

objectives.

1.1 Task framework

In our work, we use the eight class types described in

McGrath’s [6] task taxonomy to provide a conceptual

framework that facilitates discussion of existing experi-

mental paradigms. Working within this framework, we

uncover a design space that indicates the need for devel-

oping classes of tasks to evaluate collaborative technolo-

gies.

In our literature review, we have found that generative

tasks aimed at examining group planning and creativity are

fairly well represented with existing experimental para-

digms. These tasks assess mediated group performance by

focusing on the generation of ideas and plans, as well as the

subsequent selection and execution of chosen alternatives.

Examples include the automated post office design task [7]

and furniture layout tasks [8].

Similarly, the number of executable tasks such as con-

tests/battles or physical performance tasks has seen recent

growth. These task areas are traditionally viewed as those

that involve physical behavior, as opposed to symbolic,

mental, or verbal manipulations. In a computational world,

the pipe construction task [9], the collaborative Lego

construction task [10], and collaborative puzzle construc-

tion task [11] are all representative of this category.

Many negotiation tasks have also been explored.

Researchers have examined mixed-motive tasks, which

generate tension between individual and collective ratio-

nality, across a range of technologically mediated envi-

ronments [12]. These tasks include bargaining, coalition

formation, or game theoretic social dilemmas. Cognitive

conflict tasks are another type of negotiation task, except

that the conflict resides in participant viewpoint rather than

participant interest. An example is the desert survival task,

recently used by Setlock et al. [13].

The final group of tasks are intellective and decision-

making tasks. These tasks involve problem solving with

demonstrably correct answers or consensually agreed upon

solutions. Most of these tasks, such as logic problems, are

useful for eliciting group discussion and negotiation, but

are typically designed such that information resides solely

in an individual’s head and only becomes group knowledge

through discourse. Other tasks focus solely on shared

physical objects and their manipulation without the group

negotiation and decision making component. While many

collaborative systems assume that supporting interaction

and communication with shared physical or visual objects

is useful, there are surprisingly few tasks that can be di-

rectly applied to investigate these tools. In our review of

the literature, we found that there exists a major gap in this

task space, which we attempt to fill with our work.

1.2 Our contribution

The primary contribution of this article is the introduction

and validation of the job-shop scheduling paradigm as a

useful task for evaluating coordination tools in collocated
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collaborative environments. Additionally, we present a

variation of the traditional job-shop scheduling task, which

we call distributed job-shop scheduling, in order to broaden

its applicability. This task helps fill the void found in

current tasks used for exploring group problem solving

with visual information. We describe properties that make

the tasks useful, as well as evaluation metrics that can be

used.

We also describe two experiments that illustrate analysis

methods and demonstrate feasibility of this task for eval-

uating collaborative tools. We picked experiments in which

the outcomes were somewhat intuitive so that we would

not be distracted by surprising findings while trying to

validate the usefulness and sensitivity of the task. How-

ever, the results are interesting and form a significant

secondary contribution. These results highlight the benefits

of software-based gesture support as well as concurrent

viewing of shared visual information in coordination tasks.

2 Job-shop scheduling

2.1 Traditional and distributed tasks

The traditional job-shop scheduling task consists of a finite

set of jobs, each composed of a chain of ordered opera-

tions. For example, in Fig. 1, the jobs are uniquely indi-

cated by color, and the ordered operations are shown as

blocks containing sequential letters. Each operation must

be performed in strict sequence and cannot begin until the

previous one has been completed. Furthermore, operations

must be performed in a single uninterrupted period of time

using a specific resource (e.g., a shop tool such as a

‘hammer’). There exists a finite set of these resources, and

each resource is capable of performing no more than one

operation at a time. In other words, operations cannot

temporally overlap on a given resource.

To solve the task, the user must schedule all operations

while observing the operation ordering and overlapping

constraints. An optimal solution is one in which the last

operation is completed at the earliest possible time (for an

example of an optimal solution to a problem set, see

Fig. 2). For a more detailed review of scheduling problems

as well as computer-based solution techniques, see [14].

The traditional job-shop scheduling task can be used as a

shared group activity that allows researchers to observe

collocated collaboration. However, designers may wish to

further test collaboration in scenarios where knowledge or

access to the task is divided between users, and where

information sharing is an intrinsic part of collaboration. To

simulate these scenarios, we extend the current task into a

distributed job-shop scheduling task by assigning each user

in the group explicit responsibility and control over a

subset of the jobs. This puts the users in a situation where

they need to collaborate in order to integrate their infor-

mation for the final joint solution. In this task, users are

forced to coordinate scheduling operations using whatever

shared resources are available in order to get all their jobs

completed in the shortest amount of time for the group as a

whole.

2.2 Useful properties

The job-shop scheduling task has several nice properties.

First, it is simple to explain, easy to learn, and compelling

Fig. 1 Two example jobs. Each job (color) comprises strictly ordered

operations (blocks) requiring specific resources (shop tool) for some

time

Fig. 2 Complete view of software used and optimal solution to the

problem
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to perform. Second, interaction with content contains many

co-dependencies. In fact, rescheduling one operation typi-

cally requires having to move many others around it. This

is important because it requires tightly integrated coordi-

nation even if users have access to all information. Third,

since the task cannot be solved by a simple algorithmic

strategy, iterative improvement and coordination are re-

quired. Finally, the task has an optimal solution, as well as

other metrics that may be useful while evaluating group

performance with novel collaboration systems.

The distributed job-shop scheduling task has an addi-

tional advantage. Its formulation is representative of many

real world collaborative tasks in which information is

distributed among group members and knowledge must be

integrated in order to successfully formulate a joint solu-

tion. For example, collaborative resource planning and

calendar scheduling have many of the same properties of

this task.

2.3 Evaluation metrics

In order to get as complete a description of performance

and process as possible, we devised four classes of evalu-

ation metrics that can be used with the job-shop scheduling

tasks. We describe these metrics in this section and, within

our two case studies, demonstrate how they may be used.

Outcome measures of performance include the number

of times blocks are moved (efficiency), the number of se-

quenced letters placed out of order (ordering error), the

number of times any resource is scheduled to simulta-

neously perform more than one task (overlap error), and the

degree to which the groups optimally schedule the group of

jobs (measured by solution length). These metrics can be

observed at various points while users perform the tasks in

order to examine process and strategy, but should be

measured when a solution is reached in order to derive

useful performance measures.

Outcome measures of communication efficiency repre-

sent low-level communication mechanics that might affect

task performance. One such group of measures is a rela-

tively simple count of linguistic components. More com-

plex measures such as discourse analysis using video and

audio transcripts as well as log data representing patterns of

tool usage can also be undertaken.

Process measures of communication, on the other hand,

look at higher-level strategies used to solve the task. For

example, we count communicative gestures, as well as look

for verbal error correction strategies in our two studies.

These measures require some amount of semantic inter-

pretation. Furthermore, analysis can be done to explore

social effects such as dominance and leadership, patterns of

scheduling and submitting solutions, as well as general use

of software tools and interfaces.

Finally, self-report measures using questionnaires, sur-

veys, or interviews are useful for exploring such factors as

the level of satisfaction with tools, the perceived distribu-

tion of contribution from various users, as well as overall

interest in the task.

3 Case study 1: supporting communicative gestures

In this case study, we present an experiment aimed at

illustrating the feasibility of the traditional job-shop

scheduling task for examining how communicative gesture

support affects collocated group interactions in scenarios

where participants share complete information.

Software support for on-screen gesturing is not a new

concept. In fact, researchers have explored a myriad of

techniques (e.g., mouse trails [1], gesture traces [15], and

spotlights [16]). However, many of these techniques have

been designed for distributed, sometimes asynchronous

collaborative environments and evaluations have largely

aimed at measuring levels of activity awareness. In systems

designed for collocated settings, gesturing techniques have

been designed to allow a single presenter to direct audience

focus more effectively.

There has been much less attention on multiple people

gesturing in a shared visual space while engaged in col-

located collaboration. This is a much richer environment in

which users can make use of a wider range of cues such as

verbal exchanges, physical gestures, and a variety of non-

verbal coordination mechanisms. In this experiment, we

examine the effects of simple software support for ges-

turing on a shared display while coordinating actions

within the job-shop task.

3.1 Hypotheses

In this study, we chose conditions to see how participants

would collaborate and communicate without any gesture

support, and with the bare minimum gesture support. Since

the gestures should help to reduce the ambiguity involved

in referring to particular shared objects in the workspace,

we expected that the gesture conditions would increase

overall performance. Specifically,

Hypothesis 1A: Groups will produce more optimal

solutions (fewer errors and shorter solution length) on

the scheduling task when gesture support is provided.

In addition to the basic outcome measures, we hypothe-

sized that groups would adjust their communication pro-

cesses to take advantage of the ability to remotely gesture

in the space. Clark and Wilkes-Gibbs’ [17] principle of

least collaborative effort states that both speakers and lis-

teners will attempt to minimize the effort they exert during
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a conversation as they establish a shared understanding.

Thus, we expected,

Hypothesis 1B: Groups will increase their use of

efficient referring expressions as demonstrated

through their increased use of deictic pronouns when

gesture support is provided.

Finally, since virtual gestures are provided in the gesture

support condition, we expected to see different levels of

gesture use. Specifically,

Hypothesis 1C: Groups will increase their use of

gestures when provided with virtual gesture support.

3.2 Participants and setup

Thirty-six (12 females) university students or staff volun-

teered for the study in groups of three. The groups con-

sisted of two all-female groups, four all-male groups, and

six mixed gender groups. All participants used a computer

daily and none had prior experience with the experimental

software. Users were screened for color-blindness. The

study took about 1 h and users were given a small gratuity

for participating.

Users from each group sat at a table facing a large

screen plasma display, which measured 54 by 30 inches

and ran at a resolution of 1,024 · 768. Each user had a

mouse, which they could use in one of the conditions to

gesture at various visual components on the shared display.

In both conditions, users could not directly manipulate

objects on the screen. Instead, they verbally instructed a

confederate driver, who sat off to the side and controlled

the input mouse, when they wanted to reposition an object

on the screen. The driver dragged bars representing each

operation along a time line (interface was similar to that

seen in Fig. 2). We used the same confederate throughout

the experiment to ensure consistency in the interaction.

This setup encouraged communication between group

members and mimicked a common workplace scenario of a

single user application being used in a collaborative set-

ting.

3.3 Task

We created several job-shop scheduling tests consisting of

six resources and six jobs, each with six operations, similar

to the Fisher and Thompson [18] benchmark tests com-

monly used in validating online scheduling algorithms. For

similar benchmark tests, see [19]. Two tests were used for

the actual testing, and simplified tests (two jobs with six

resources and three operations) were used in training

exercises. Users had equal access and control of all oper-

ations and jobs and had to coordinate in order to find an

agreeable best solution.

3.4 Manipulation and procedure

We examined collaboration under two gesture support

conditions: No Support versus Mouse Cursors. In the No

Support condition, users could only utilize physical ges-

tures and verbalizations to communicate their ideas. In the

Mouse Cursors condition, users could each gesture on the

shared display using uniquely colored mouse cursors, in

addition to the physical gestures and verbalizations. We

chose this minimal augmentation rather than a more drastic

manipulation to see if the collaborative task and metrics

would be sensitive enough to distinguish between the two.

The experiment was a within-groups design, with each

group performing the tasks in both conditions. We coun-

terbalanced the order in which groups saw the conditions,

but kept the order of tasks constant so that they would be

balanced across gesture support conditions.

In real world coordination scenarios, participants typi-

cally have a finite amount of time to negotiate the best

possible solution. This solution may not be optimal. In fact,

it may not even meet all constraints. To mimic this, we had

users work for a fixed amount of time and measured the

quality of solutions attained rather than trying to measure

the time it took groups to obtain optimal solutions.

Prior to beginning the test, we explained the experimental

task and had users independently practice a sample on

desktop computers. Once they were comfortable with the

task, we explained the gesture support for the first condition

and had them perform a small group training task to famil-

iarize them with the gestures and group dynamic, as well as

the process of communicating with the driver. They then

performed the test task in the first condition. Users had

15 min to find the best solution they could. They were ver-

bally provided with 8-, 5-, and 1-min warnings so that they

could keep track of remaining time. This procedure was re-

peated for the second condition. Users filled out a preference

questionnaire after each condition, as well as a final ques-

tionnaire soliciting comments at the end of the experiment.

3.5 Results

3.5.1 Outcome measures: task performance

We analyzed the performance data using a 2 · 2 multi-

variate analysis of variance (MANOVA). Gesture Support

(No Support vs. Mouse Cursor) was a within-subjects

factor and order of presentation of condition was between-

subjects. Our performance metrics included the number of

overlap errors, the number of ordering errors, the total

number of blocks moved, and solution length.
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The MANOVA revealed no significant differences in

task performance. Although average solution length tended

to be shorter in the Mouse Cursor condition, and there

tended to be fewer overlap errors in the Mouse Cursor

condition than the No Support condition, these differences

failed to reach significance. When we examined the data

according to the order in which groups performed the

conditions, we found ordering effects for the number of

blocks moved (F1,10 = 15.2, p £ 0.003, g2 = 0.61). This

result is summarized in Fig. 3. Post-hoc pairwise compar-

isons revealed that the groups who performed the Mouse

Cursor condition first used significantly more block moves

in the Mouse Cursor condition than in the No Support

condition (p £ 0.002). There were no differences in the

number of blocks moved (p £ 0.203) in each condition for

those who started with no gesture support. This difference

in collaboration efficiency is not reflected in the success of

the solution. Making more moves may be reflective of a

richer collaboration rather than a more efficient one. We

explore this in more detail using the communication effi-

ciency and process measures.

3.5.2 Outcome measures: communication efficiency

In order to examine how participants communicated ver-

bally, we transcribed conversations from both conditions.

Because responses from users in each group were likely to

be correlated with one another, we analyzed the conver-

sation at the group level. From the transcripts of the par-

ticipants (excluding the confederate), we classified

references to blocks and locations as absolute (e.g. ‘‘red

A’’ or ‘‘time 20 on the hammer row’’) or deictic (e.g.,

‘‘that block’’ or ‘‘put it here’’). In addition, we classified

references to blocks as either initial (first reference) or

follow-up references. We expected that access to a ges-

turing mouse would facilitate communication by allowing

more use of deictic terms and references. Since there were

no differences in the total number of words spoken be-

tween the two conditions (No Support: 1,586 words, Mouse

Cursor: 1,540 words; t = 0.47, p = 0.645), we did not

normalize the counts.

We analyzed this data using a 2 · 2 MANOVA. The

level of Gesture Support (No Support vs. Mouse Cursor)

was a within-subjects factor, while order of presentation of

condition was a between-subjects factor. Dependent mea-

sures included the number of initial block references, fol-

low-up block references, total block references, location

references, and the percentage of references for each of

these categories that used deixis. Table 1 contains a sum-

mary of these results. We found a greater percentage of

deictic references used to initially reference a block when

users had access to a mouse. For follow-up references, the

use of deictic references increased in both conditions to

encompass almost half of the references, but did not sig-

nificantly differ between conditions. None of the other

measures differed between conditions.

Although there was no difference in the total number of

location references, the percentage of location references

that used deictic references was significantly greater in the

Mouse Cursor condition than in the No Support condition.

As expected, participants were able to utilize the mouse to

facilitate their communication, especially when establish-

ing the point of discussion, yielding a more efficient col-

laboration. We found no order effects on any of the

dependent measures.

3.5.3 Process measures

We also examined how users utilized non-verbal commu-

nication channels in the two conditions. We expected that

access to a simple gesture tool in the Mouse Cursor con-

dition would enhance the use of non-verbal gestures to

facilitate communication. From video recordings of the

experimental sessions, we counted the number of times that

each user made physical gestures as well as mouse cursor

gestures.

In the No Support condition, there were a total of 615

physical gestures made, 577 (93.8%) for communicative

purposes. Non-communicative gestures included affect

displays, or body movements conveying emotional state,

and beat gestures, or small movements in space that did not

explicitly convey information about the task. Also, 78.9%

of the physical gestures included the dominant hand.

In the Mouse Cursor condition, there were a total of 278

physical gestures, 258 (92.8%) for communicative pur-

poses. Again, 78.0% of the physical gestures made in-

cluded the dominant hand, meaning that participants

removed their hand from the mouse to gesture. In addition

to physical gestures, there were also 685 virtual gestures
Fig. 3 Groups starting with the Mouse Cursor condition had fewer

block moves when they switched to the No Support condition
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made with the mouse cursors, 18% of which were made

concurrently with each other.

We analyzed the sum of the communicative physical

and virtual gestures in a repeated-measures 2 · 2 MA-

NOVA, with Gesture Support as a within-subjects factor

and order of presentation of condition as a between-sub-

jects factor. The MANOVA revealed that while there were

significantly more communicative physical gestures made

when the participants did not have a mouse cursor with

which to communicate (meanmouse = 21.5, SE = 6.9;

meancontrol = 48.1, SE = 8.4; F1,11 = 14.8, p £ .003,

g2 = 0.57), there were significantly more total communi-

cative gestures made when participants had access to a

mouse cursor (meanmouse = 78.6, SE = 9.1; meancontrol =

48.1, SE = 8.4; F1,11 = 23.6, p £ 0.001, g2 = 0.68, see

Fig. 4). There were no order effects on the amount of

physical or virtual gesturing.

3.5.4 Self report measures

After each condition, users rated the gesture support in

terms of how easy it was to accurately gesture, to physi-

cally gesture, to interpret their partners’ gestures, and to

communicate their ideas, each on a five-point scale

(strongly disagree = 1, strongly agree = 5). We analyzed

these ratings using a Wilcoxon signed ranks test across

Gesture support conditions. We found that although the

Mouse Support condition was rated higher on average for

all four factors, the differences were not significant. See

Table 2 for mean results and statistical analyses.

After the experimental session was complete, users

ranked the conditions using the same four statements. We

used a chi-squared test to determine whether there were

differences in which condition was ranked first (see Fig. 5

for results). Although more participants preferred the

Mouse Cursor for each of the factors, only the difference in

ratings of accuracy reached statistical significance (Accu-

racy: v2(36) = 5.44, p £ 0.020; Physical: v2(36) = 0.44,

p £ 0.505; Interpret: v2(36) = 1.00, p £ 0.317; Communi-

cate: v2(36) = 0.11, p £ 0.739), and this difference is only

marginally significant if correction for multiple tests is

applied.

Table 1 Mean block and

location counts for both

conditions

Percentage of references using

deixis was significantly greater

in the mouse condition for

initial block and location

references

No support

mean (SE)

Mouse cursor

mean (SE)

F Significance g2

Initial block 175.4 (13.7) 191.1 (13.4) 1.908 0.197 0.160

Follow-up block 51.3 (6.3) 46.2 (5.8) 0.578 0.465 0.055

Total block 226.7 (16.2) 237.3 (16.8) 0.515 0.489 0.049

Initial using deixis (%) 2.2 (0.4) 10.2 (2.1) 15.237 0.003 0.604

Follow-up using deixis (%) 45.6 (6.4) 43.6 (6.1) .118 0.738 0.012

Total location 73.2 (9.0) 83.3 (7.2) 1.751 0.215 0.149

Location using deixis (%) 33.7 (4.1) 49.0 (4.3) 22.089 0.001 0.688

Fig. 4 Mean (±SE) number of gestures. Users used more physical

gestures in the No Support condition, but overall gestures were higher

in the Mouse Cursor condition

Table 2 Mean preference for each condition (including standard

deviations)

No support

mean (SD)

Mouse cursor

mean (SD)

Z Significance

Accurate 3.9 (0.9) 4.2 (1.0) 1.64 0.102

Physical 3.7 (1.0) 3.8 (1.0) 0.86 0.392

Interpret 3.8 (0.9) 4.1 (0.9) 1.43 0.154

Communicate 4.1 (0.8) 4.3 (0.8) 1.15 0.251

Higher preferences are better

Fig. 5 Preference for the Mouse Cursor condition shown in the

number of users who ranked either condition first for each of the four

factors
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3.6 Summary of case study 1

In this experiment, we used a traditional job-shop task as

a shared activity in order to examine user behavior with

and without virtual gesture support. Contrary to what we

had expected, we found no statistical differences in our

task performance measures between the two conditions.

However, we did find that users took longer and moved

more blocks in the Mouse Cursor condition, which could

be interpreted as stemming from richer more engaged

interaction. Additionally, users in the Mouse Cursor

condition replaced many of their physical gestures with a

more efficient coupling of virtual gestures and deictic

references to communicate with each other. The partici-

pants used more efficient conversational expressions

when virtual gestures were available, especially when

referring to objects for the first time. This suggests that

the gesture tools support initial reference and conversa-

tional grounding on the terms used to describe the shared

objects.

4 Case study 2: shared visual information

In the second experiment, we focused on evaluating the

effects of shared visual information and divided control in

collocated collaboration. In this experiment we adapted the

traditional job-shop scheduling task so that each user had

access to different pieces of information and controlled a

subset of the jobs.

We used the distributed job-shop scheduling task to

examine differences in performance and communication

across two methods of sharing display content in a col-

laborative scenario. In one method, commonly used in

conference rooms and meetings today, users take turns

projecting information on a large shared display. In the

other, a method becoming increasingly available with new

software tools, users simultaneously share visual informa-

tion from multiple sources on the large display.

4.1 Hypotheses

Research has shown that people utilize shared visual infor-

mation to support conversational grounding and task

awareness [20, 21]. Hence, we expected that providing a

method for groups to share their information in a centralized

fashion would facilitate group performance. Specifically,

Hypothesis 2A: Groups will produce more optimal

solutions (fewer errors and shorter solution length) on

the distributed job-shop scheduling task when mul-

tiple group members display information simulta-

neously.

Prior work has demonstrated that conversational efficien-

cies typically accompany the availability of shared visual

information [10, 11, 22]. However, since shared visual

information is available in both conditions in this experi-

ment, we expected to see greater communicative efficiency

primarily when the shared visual information was more

salient as a conversational resource (i.e., when users were

able to simultaneously share visual information). Hence,

Hypothesis 2B: Groups will use more efficient com-

munication techniques when they can simultaneously

display shared visual information from all members

of the group.

Finally, we hypothesized that the shared experience would

cause users to rate this method more favorably. In fact,

Hypothesis 2C: Members of the groups will find that

simultaneously sharing information is more satisfying

and more effective for coordinating information

while performing the distributed job-shop scheduling

task.

4.2 Participants and setup

Twenty-four (12 females) university students, aged 19–

31 years old, volunteered for the study. All users spent

more than 30 h a week using a computer, and none had

prior experience with the experimental software. Partici-

pants were screened for color-blindness and were then di-

vided into eight groups of three people each, with each

group consisting either of all male or all female users.

Users within each group did not know each other prior to

the study. The study took about 1 h and users were paid a

small gratuity for participating.

Users from each group sat at three desks each facing a

large 95 inches wall-projected display. Each table was

11 inches away from the large display and the two side

tables were about 25� off center on either side. See Fig. 6

for an illustration of the setup. Each user interacted through

an IBM Thinkpad laptop and Microsoft Intellimouse

placed on each of their tables. All users had an unob-

structed view of other users and of the large display, but

could not see each other’s laptop displays. The laptops

were connected over a local network to the desktop com-

puter driving the large display.

4.3 Task

In this experiment, we used a job-shop task consisting of

six resources and six jobs, each with six operations, as seen

in Fig. 2. This test was taken directly from Fisher and

Thompson’s benchmark tests [18].
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Each of the three users was responsible for scheduling

two of these jobs. Users had to coordinate schedules be-

cause they had to share the six resources available to per-

form the operations. We built a scheduling program that

allowed users to adjust their schedules simply by dragging

bars representing each operation along a time line (see

Fig. 7 for an example of what each user saw on their

personal laptop display).

4.4 Manipulation and procedure

After balancing for gender, we randomly assigned each

group to one of two between-group conditions: Serial

Presentation or Parallel Presentation. In both conditions,

we used the WinCuts and Visitor systems [23] to replicate

content that existed on the local laptop displays onto the

large projected display, and to allow each user control over

the two sets of displays.

WinCuts is a system that allows users to replicate

arbitrary regions of existing windows into independent

windows. Each of these new windows is a live view of a

region of the source window with which users can interact.

Each window can be shared across multiple devices and

hence used to send information to the shared display.

Visitor is a system that redirects the input stream over the

network so that a user can use a mouse and keyboard

connected to one computer to control the input on another

computer. We used Visitor to allow users to move their

cursor off the top edge of their local laptop screen to

control the cursor on the shared display. If multiple users

did this simultaneously, they would ‘fight’ for control.

Hence they had to socially mediate the use of the cursor on

the large display. We saw no instances in which control

collisions were not quickly resolved.

In the Serial Presentation condition, groups could see

information from only one of the users on the large shared

display at any given time. However, any user could move

their cursor to the shared display, click on the taskbar there,

and switch to a view of another user’s solution space. In the

Parallel Presentation condition, groups could simulta-

neously see information from all three users on the shared

display. Using WinCuts, all three users could select relevant

regions of their local content to send to the large display for

simultaneous viewing. Furthermore, users could rescale and

lay out content placed on the shared display. Although up-

dates were seen on the large display in real time, users could

only control their own content. It is interesting to note that all

four groups in this condition decided to divide the display

into thirds and to scale and vertically stack their information.

This makes sense, since it allows simultaneous-viewing of

the information in a way that best aided the task.

Before the test, we gave users written instructions and

had them practice on a representative task for 5 min. Once

they were comfortable, they had 20 min to work on the

actual test. They were warned when they had 10, 5, and

1 min remaining. Following the test, users filled out a

satisfaction questionnaire.

4.5 Results

4.5.1 Outcome measures: task performance

We analyzed the performance data using a 2 · 2 analysis

of variance (ANOVA). The factors were Presentation Style

(Serial vs. Parallel) and Group Gender (male vs. female).

Overall we found no impact of group gender and therefore

focus our reporting to the impact of presentation style in

the following paragraphs. We examined two different

performance metrics from the distributed job-shop sched-

uling task: number of overlap errors, and overall solution

length.

Fig. 6 Representative diagram of the experimental setup used in the

two experiments. Measurements included are for study 2 only

Fig. 7 View of one user’s schedule. Each user was responsible for

two different jobs
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We observed significantly fewer overlap errors with

Parallel Presentation than with Serial Presentation

(F1,6 = 15.47, p = 0.007, see Fig. 8). In other words,

groups were more likely to complete the task with fewer

errors when they had shared visual information made

accessible using WinCuts, rather than having to keep some

of this information in their memory or to continually

communicate it verbally.

The second dependent variable we examined was pos-

sible solution length. While we found that groups using

Parallel Presentation had solutions that were shorter (bet-

ter) on average (73.5 vs. 78.5 units), the difference was not

statistically significant (F1,6 = 1.65, p = 0.25).

4.5.2 Outcome measures: communication efficiency

While we found a statistical difference in the quality of the

solution (i.e., the groups had less overlapping pieces in the

parallel condition), this result tells us little about the com-

munication and strategy used to solve the task. Since we

hypothesized that performance improvements with Parallel

Presentation would be partially due to increased communi-

cation efficiency, we expected lower word counts, lower

utterance counts, and increased use of conversationally

efficient linguistic references such as deictic pronouns [21].

In order to treat data as independent (belonging to the

individual) even though they were correlated with actions

within the group, we analyzed the data using the mixed

model analysis technique described in Kenny et al. [24] to

examine word and utterance counts. In this model, Pre-

sentation Style (Serial vs. Parallel) was a between group

factor. However, because each individual score was not

independent, each group (triads) was nested within Pre-

sentation Style and modeled as a random effect.

While the means tended to favor shared visual infor-

mation across our communication efficiency measures (see

Table 3), none of the models reached statistical signifi-

cance. We found no evidence for a difference between the

Parallel Presentation and Serial Presentation conditions

(F1,22 = 0.152, p = 0.71). We believe this could be due to

the noise inherent in such measures and to the small

number of groups we observed.

4.5.3 Process measures

The following transcripts present examples of detailed

assessments that can be made using this task in order to

establish a deeper understanding of the ways in which the

technologies affect performance. We expected groups to be

more efficient and less error-prone with Parallel Presenta-

tion in which shared visual information was simultaneously

available. A detailed exploration of the transcripts and logs

seems to confirm this. For example:

Serial (Group 4S—querying)

3: Ok, um, I guess is anyone’s A longer than this?

1: Yea, I have one that’s for 8 min.

3: Ok uh.

2: I guess I’ll be able to move to A.

3: When does your end? When does your A end?

1: Oh mine? I’m sorry, 8.

3: Well my A for red is really small, I’ll show you guys.

Do you have a bigger A?

Parallel (Group 0P—demonstrating)

2: Everyone put their A’s down. Move everything else

away for now.

1: I’ll have to start this later than I would like to, but that

is ok.

In the Serial excerpt, it is evident that when the groups

are attempting to identify options for their ‘a’ operation,

they use a rather inefficient method of querying one an-

other and then waiting for a verbal response. However, in

the Parallel excerpt, one of the users suggests pulling out

all ‘a’ operations for everyone to see. This provides a

shared visual resource that can be used for grounding

subsequent conversation.

Additionally, the shared visual information provides less

ambiguous information than linguistic descriptions. In fact,

we observed several instances where errors that would have

been caught in the Parallel Presentation condition were

missed in the Serial Presentation one. For example:

Serial (Group 4S—undetected mistake)

2: We are always using it until 33

1: Yea ok that’s fine. Can you put yours after mine?

(Error: 3 puts the operation at 36 instead of intended 33;

the group moves on)

Parallel (Group 0P—detected mistake)
Fig. 8 Users made significantly fewer overlap errors using Parallel

Presentation
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1: Oops, haha, move yours to start at the end of mine, at

35, no 36. (Error: 2 moves the incorrect operation to 36)

1: No no no, not the level, the hammer, yeah that.

4.5.4 Self report measures

Finally, we analyzed users’ perceptions of satisfaction and

their overall level of confidence with their final solution

using five-point scale (strongly disagree = 1, strongly

agree = 5). This analysis used the same mixed model

analysis described in Sect. 4.5.2 in order to control for

correlated responses within groups and replaced the

dependent variable with the appropriate self-report metrics.

The data showed that the Parallel condition [Mean

(SE) = 3.92(.24)] was viewed as significantly more satis-

fying (F1,22 = 10.62, p = 0.004) than the Serial condition

[2.83(.24)]. The Parallel condition [3.42(.35)] was also

considered marginally easier (F1,22 = 2.88, p = 0.10) than

the Serial condition [2.58(.35)]. These results are summa-

rized in the lower portion of Table 3.

4.6 Summary of case study 2

In this experiment, we used our distributed job-shop task to

examine user behavior when groups have various levels of

shared visual information and control. We found, as ex-

pected, that the shared visual information led to better

performance, as measured by fewer overlap errors. Results

also suggest that the shared information may have led to

more efficient communication, though these measures did

not reach statistical significance. This is further supported

by qualitative evidence extracted from process measures,

as well as self-report measures suggesting that users were

more satisfied and found the task easier to complete when

they had shared visual information.

5 Discussion

Overall, the findings from these two studies suggest that

our task provides a useful platform for investigating

coordination in a wide range of collaboration scenarios and

that the task and associated methodology can be adapted to

best fit the research question being investigated. In this

section we address the areas we believe the tasks worked

well and describe some ways in which we believe they may

be improved.

In order to evaluate the potential of our tasks, we

decided to use rather stringent testing criteria. First, we

used a relatively small number of groups (12 and 8

respectively, in the two studies). Since group studies are

notoriously difficult to run and require greater resources

than studies of individuals, we chose what we felt was a

lower bound on an acceptable number of groups.

Using a within-subjects design in the first study and a

between-subjects design in the second illustrates differ-

ences that exist between the two paradigms. The within-

subjects design increases statistical power of comparisons

since variance between groups can largely be accounted for

in analysis. However, researchers should be careful to

examine ordering, learning, and contamination effects

when groups perform the task in more than one condition,

as seen in the first study. Conversely, the between-subjects

design has a strong advantage in that users are not con-

taminated by exposure to additional levels of the inde-

pendent variable. However, doing so makes it rather

difficult to find statistical differences between the groups

unless the effect sizes are large and the individual differ-

ences are minimal.

Overall, our results suggest that the tasks are fairly

sensitive at detecting differences on various dependent

variables. For example, in the second study, we were able

to obtain mean values of overlap errors that we could claim

to be different with over 99% confidence. While the

measure of overall solution length was not as sensitive at

detecting differences, we feel that it may still be a practical

measure to collect.

Given the small number of groups run in the second

study and the fact that we were interested in assessing

whether or not this measure might be of value in the future,

we performed a power analysis to investigate its sensitivity.

While caution must be taken when interpreting the findings

Table 3 General benefits of communication efficiency with Parallel Presentation (top). Users were significantly more satisfied (F1,22 = 10.62,

p = 0.004) and borderline more confident (F1,22 = 2.88, p = 0.10) with Parallel Presentation (bottom)

Mean utterances per individual (SE) Mean words per individual (SE) LS mean usage of diectic pronouns (SE)

Serial 113.82 (18.07) 753.83 (93.17) 104.18 (12.04)

Parallel 97.42 (18.07) 702.33 (93.17) 110.07 (12.04)

Mean Satisfaction (SE) Mean Ease (SE) Mean Confidence (SE)

Serial 113.82 (18.07) 753.83 (93.17) 104.18 (12.04)

Parallel 97.42 (18.07) 702.33 (93.17) 110.07 (12.04)
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of power calculations [25], we use it to guide future studies

by generating a least significant number (LSN). The LSN

indicates the number of observations expected to be needed

in order to achieve significance given the existing (or ex-

pected) standard deviation, effect size, and alpha-value.

The parameters for our analyses were: r = 5.51, d = 2.5,

and a = 0.05. This analysis revealed that we would have

found a significant difference (p < 0.05) with 21 groups.

This suggests that while our measure of solution length is

clearly not as sensitive as the overlap measure described

above, it is not completely infeasible as a performance

metric (11 groups in each condition).

We should caution that even though it did not happen in

our experiments, there could exist an error-optimality trade

off. For example, a group could create a really short

solution by overlapping all the operations, thus creating a

large overlap error. We believe that the usefulness of either

of these metrics must be carefully examined in the context

of the specific interface and instructions provided. In our

experiment, we explicitly instructed users to aim for the

shortest possible valid answer. While we did not see any

tradeoff effects in our experiment, we would advise that

other researchers using this task be aware of this possi-

bility.

Our raw measures of communication efficiency, as re-

flected in word counts, utterances, and deictic references,

were more successful in the first study than in the second.

Measures of communication efficiency are highly variable

and group specific. If researchers are particularly interested

in using this task to analyze such communication efficiency

measures, we would strongly suggest a within-subjects

approach in order to control for individual (or in this case

group) communication preferences. In addition, given that

group dynamics significantly impact communication pro-

cesses, we also recommend longer practice sessions to help

groups establish work strategies.

Finally, in both studies, a review of the communica-

tion and action transcripts was useful in providing

descriptive events that demonstrate how groups adapt

their communication to the available collaboration tools.

In the first study, counts of gestures, when correlated

with linguistic analysis, revealed interesting patterns of

communication. Similarly, in the second experiment,

users often used the visual space to ‘demonstrate’ their

available task objects [10] in the Parallel Presentation

condition. However, while in the Serial Presentation

condition, they simply used language to describe the

potential objects rather than switching views of the

workspace. If researchers plan to use this task to perform

dialogue or discourse analysis, we would also suggest

that they consider within-subjects manipulations in order

to help account for the individual differences inherent in

communication patterns.

We believe that evaluation tasks like this one are par-

ticularly important with technologies geared towards dis-

tributing computing resources in various form factors

throughout the environment. For example, there has been a

recent interest in tabletop displays that allow multiple

people, clustered around the horizontal display surface, to

view and coordinate a common set of information. There

has also been much work done on sharing and interacting

with information on physically large displays such as wall

projections. For reviews of work done in both these areas

see [26–28]. Finally, this task could also be useful for

evaluating infrastructures that integrate these technologies

into coherent environments, which typically allow multiple

users to interact across multiple devices and hence col-

laborate with each other (e.g., [29]).

6 Conclusion and future work

We have described both traditional and distributed job-

shop scheduling tasks, both of which we assert can be

usefully applied to evaluate interfaces that support coor-

dination in computer-supported collaboration environ-

ments. We have discussed evaluation measures and have

shown examples, grounded in two experiments, of partic-

ular analyses that could prove useful. Results from the

experiments demonstrate benefits of rich digital commu-

nicative gestures as well as shared visual information when

performing coordination tasks.

We believe that these tasks can benefit others exploring

technology to support collaboration, and further use of it

within the community will help establish a common

understanding of the tasks, and appropriate metrics to

measure impact in collaborative environments. We think it

would be interesting to explore further variations of the tasks

to test specific properties of group interactions. For example,

we could explore versions in which users do not have equal

access to all information (i.e., a hidden information task).

We could also explore other analyses, such as correlations

between communication and tool usage, more detailed

strategic analyses such as the amount of time or effort spent

on planning versus execution, measures of contribution by

individual users, and social effects such as leadership and

dominance. Furthermore, we could explore how tasks like

this scale to larger numbers of people, as well as whether or

not they allow us to adequately measure the trade offs that

exist between the overhead of managing information and the

benefits of shared gestures and visual spaces.
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