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ABSTRACT

This paper discusses a link layer approach to improving T&P p
formance in the face of periodic network disconnectionstwdek
disconnections are encountered in many scenarios, imgumting
out-of-range in a wireless network, during network handafid
also in the case of Networked Surfaces, a novel LAN techiyolog
which provides the motivation for this work.

A “smart link layer” employing repetition of selected patkat re-

connection time is shown to improve TCP’s utilisation of aadin-

necting network to nearly 100%. This solution is also dertraesd

in the context of a Networked Surface prototype, improvir@PT
performance for both bulk transfers and interactive traffic

The smart link layer solution is lightweight, requiringtlé pro-
cessing and buffering only one packet per TCP connectioms It
therefore easily retro-fitted to existing TCP-capable cesj with-
out modifying the internal operation of those devices.
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1. INTRODUCTION

The Internet Protocol Suite, in particular TCP/IP, has baean-
away success. However, these protocols were conceived athen
data communications was carried over wired links. Thoses day
are long gone and new environments such as mobile telephnahy a
Wireless LANs are now becoming ubiquitous.

In these new settings some of the original design assungptibn
TCP no longer hold true with respect to the handling of ersoich
as lost packets. This unfortunately results in a large perdoce
degradation in these environments. This is because TCknassu

*Much of this work was done whilst at the Laboratory for Commu-
nication Engineering, which is part of the University of Candge.
fMuch of this work was done whilst at AT&T Laboratories Cam-
bridge.
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all packet loss is due to network congestion, whereas irethets
tings it may be due to a number of factors including momelstari
high link error rates and handoffs of mobile devices betwejn-
cent base stations.

By assuming network congestion is the cause of these efr@iR,
does the wrong thing: it drastically reduces its transmitdeiv
and deploys the slow start algorithm. This results in ursed net-
work bandwidth and applications experiencing increasea/onk
latency. This behaviour has also been observed in netwadnksen
devices can be disconnected, even when the disconnecesdaint
is near the human threshold of noticeability (under 1 seyossl
well as longer durations (e.g. changing a network cable;rute).
Part of the motivation for this work was the development obaah
LAN technology called Networked Surfaces [21] which extsbi
disconnections; details of this technology are discusaetidr in
Section 3. Such disconnections may also be found when using
wireless networking with signal fading (e.g. due to beingtioa
limit of the range available), in wireless handoff scensyior in
other situations where the network access path changesa(esmn
a device is removed from a wired docking station and starts¢o
a wireless network).

1.1 Related Work

Past attempts to address this problem can be neatly divitietvo
distinct camps.

The first group does not attempt to change or modify the TCP pro
tocol, instead using methods such as injecting, removirdptay-

ing TCP packets based on a superior understanding aboutisvhat
happening at the link layer. Snoop [6] looks at this problem i
the context of a wireless lossy link on the periphery of a dimet-
work. It requires that base stations have large memory aowkps-

ing power to store network packets while handoffs take plate
base station also gives local acks and suppresses dupdicise
The "Delayed Dupacks” scheme [23] looks at the same problem
but in the context of a reliable link layer protocol which ackvl-
edges each packet and performs fast retransmission. Ttensys
allows the TCP receiver to delay acks by a set amount and ades n
send them at all if a new packet arrives prior to the timeoUtLIP
(Transport Unaware Link Improvement Layer) [18] also afpésiio
recover from retransmission losses before TCP coarsa-trae-
outs occur. AIRMAIL (Asymmetric Reliable Mobile Access In
Link Layer) [2] uses similar ideas.

The second group focusses on modifying how TCP works. Cac-
eres and Iftode [8] were one of the first to examine the problem
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of disconnected periods affecting TCP, which they founddcouo

simulated channel and analyses the performance chasticieof

during mobile handoff. They propose a system augmenting TCP the algorithms, and Section 6 goes on to determine the mifect

so that, on reconnection, a mobile host would retransmitralrau
of duplicate acks, and so that a fast retransmit mode is attom
cally entered. Other research focuses on the use of praxtestb
isolate the effects of disconnection to a single link. I-T[@Pdoes

ness of the best-performing algorithm on the Networked &erf
platform, under both bulk transfer and interactive traffidtprns.
Finally, Section 7 compares the techniques presentedsrptper
with those in the literature, and Section 8 concludes thepap-

TCP proxying at such a gateway and modification must be made cluding a discussion of future work.

to the non-ideal segment (meaning the wireless side) todwepr
performance. The disadvantage is that end-to-end TCP gieman
are not upheld, in that acks are sent for data which has noalhct
reached the final endpoint. M-TCP [7] also uses a proxy agproa
but maintains end-to-end semantics. It does so by usingettla
acks and by placing TCP in persist mode to avoid losing packet
during handoffs.

Other methods of modifying TCP behaviour use “flags” or con-
trol messages to trigger appropriate responses from T@RnSes
based on this general theme including Explicit Loss Notifica
(ELN) [5], Explicit Bad State Notification (EBSN) [4], Exit
Link Failure Notification (ELFN) [13], Route Failure Notifition
(RFN) [9], as well as an ICMP-based solution [12].

It is also appropriate to summarise the recent efforts ofdsteds
bodies, in particular the IETF, with regard to this probleffhe
Performance Implications of Link Characteristics (PILC)NIng
Group is looking at how the IP Protocol Suite works with diffe
ent types of link layers. The latest draft document from grsup
[16] attempts to characterise links and come up with besttjue
suggestions for system administrators. The disconneptioiolem,
described by that group as recovery from subnetwork outages
addressed by recommending that packets are not discarded du
an outage and an interface (such as those described abops)-be
vided to allow IP and the higher layers to be notified onceitfie |
has been restored. If this is not feasible, it is recommettigiaithe
link layer retains one or more of the packets which could reot b
transmitted during the disconnected period, and retrassimése
packets on reconnection. A similar approach was decidea upo

2. THEEFFECT OF DISCONNECTION ON
TCP

TCP regards all packet losses as indications of congestidrile
working well for wired infrastructure, this has caused mangb-
lems when combined with wireless access, in which channetser
causing dropped packets are more common. Distinguishidg an
coping with such losses in order to make TCP fully utilise sslo
channel has been the subject of much research, as desaritie i
previous section.

However, there are many differences between disconneatiohn
lossy channels, which means that the same solutions mayarkt w
well for both cases. Firstly, in the lossy channel case, dhgi-
ous that discovering the loss and retransmitting quicklgésir-
able. However, with disconnection, retransmissions ateuseful
until the link is re-established. On the contrary, transimgt and
retransmitting packets for a disconnected device is gteednto
be a waste of network bandwidth.

Secondly, the timescales for channel losses and discaongetre
very different, with the former operating on a packet-bym
basis and in the microseconds range, while disconnecticms m
last anywhere between milliseconds and minutes, depeditige
cause. A short disconnection may be due to a Mobile IP handoff
occurring, while a longer disconnection may be due to a modem
connection failing and having to be reconnected. Discotimes
typically last longer than a TCP timeout, while potentiatlging
shorter than the lifetime of a TCP connection.

when the research presented in this paper was begun, in March

2000, and experimental results concerning the performahtés
solution are presented below.

Other recent work in the IETF includes the development of the
TRIGTRAN framework [10]. This proposal, like the PILC one,
involves a mechanism to alert the transport layer about gggn
in individual links along the network path from source totites
tion. Under this scheme, hosts may request notification vifign
ger events such as Connectivity Interrupted, ConnectiRégtored
and Packets Discarded by Subnet occur. However, this woetys
recent and is currently lacking in experimental support.

1.2 Paper Structure

This paper describes the implementation and experimensdli-e
ation of a “smart link layer” to solve the problem of TCP peffo
mance degradation during disconnected periods, as medivat
the introduction of a new type of LAN named Networked Surface
which is prone to disconnections. Section 2 presents the gezP
formance degradation problem in detail. Section 3 thenrdes
Networked Surfaces and presents the motivation behind tnk w
as a whole, as well as the impetus for making the specific desig
choices present in the smart link layer. Section 4 presenlis-a
cussion of the design space for the smart link layer apprcamuth
identifies a number of candidate algorithms for experimental-
uation. Section 5 evaluates these algorithms on a testhied as
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In order to illustrate the detailed effects of disconnetim a run-
ning TCP connection, a simple experiment was conducted ichwh
a file was transferred over a disconnecting link. The TCRctta
occurring in this experiment is shown in Figure 1. As the fegur
shows, the sender does not react to disconnection, anchueati
sending (pointlessly) until its window is full. It then waitor acks,
but times out before any ack arrives and retransmits thepficket.
Retransmission occurs two more times, with an increasingdut
period each time — this is because TCP assumes that the lagk of
sponse is due to the network being congested, and so trieko b
off to let the network recover. When reconnection occursPTC
does not immediately restart, instead continuing to watil its
next timeout. When this happens, the packet gets througisjraa
an ack to be received and further packet transmission tonesu
Note that over 1.5s of connected time was wasted by TCP in this
case.

3. NETWORKED SURFACES

The motivation behind this work is the introduction of a neype

of network, known as Networked Surfaces [21]. This netwark i
based on the use of physical surfaces such as desks to perdbrm
working. Devices such as laptop computers and PDAs can@&cqui
network connectivity by simply being placed on top of suchua s
face, in any position and at any orientation. Networked &e$
can also provide power to devices such as mobile phonesctrey
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Figure 1: TCP File Transfer with Disconnection

TCP traces in this paper are presented as follows.

The vertical lines are transmitted segments, the dots &gg ac

returning. In zoomed-out plots (such as the one above)ethes
are hard to distinguish individually, and appear as slaped
line.

The shaded portions are periods of disconnection. Segments
dropped during these disconnected periods are shown with
crosses.

Segments and acks inserted by the smart link layer (fo be
described) on reconnection are shown with circles and|plus
marks, respectively.

support low-speed devices such as keyboards and sensthegn
can locate devices to within a few centimetres and a few dsgre

The vision behind Networked Surfaces is that they provieebst

of both worlds between wired and wireless paradigms. As with
wired devices, networking is provided at a high bandwidti§g/s

in the first prototype) and does not have to be shared withr othe
devices in a physical space, and electrical power is pravidéthe
same time, the inconvenience and hassle of carrying andcting
cables is avoided, thus providing a very user-friendly emvinent

for mobile computing users.

Networked Surfaces operate by using electrically condegtads

stallation of a NIC's software driver would entail modifizat of
the TCP/IP stack of the device.

One key issue in the usability of Networked Surfaces is tloe fa
that devices are susceptible to occasional disconnecgoree any
movement of a device may cause the connected pads to lose con-
tact. When this happens, the pads must all undergo disctonec
and then re-execute the handshaking protocol before datafér
can resume, a process typically taking between 200ms and<$00
Movement may happen because a user is actively operatirtgthe
vice (e.g. typing); they may therefore be directly incorieaced
by the lack of connectivity (e.g. typing into a remote teraijn
The optimisation of TCP performance in these circumstanges
therefore important to the usefulness of Networked Susfaksiete
that Networked Surfaces dwt suffer from high bit error rates; the
5Mbit/s prototype network offers a bit error rate 15~ '°. They
also do not suffer from link-layer packet loss, as the linjelapro-
tocol used avoids losses due to collisions. For more infiona
see [20].

In considering the implementation of a solution to this peol, a
number of constraining factors are noted. Firstly, thetsmtumust
be applicable to a variety of devices using Networked Sedawh-
ich, as stated above, may not be internally modifiable. Evieanw
programmable, the device may have limited CPU, memory and/o
battery life, so minimal use of resources is important. Téeoad
factor to be considered is that the solution must also rurherdée-
vice acting as IP-level gateway between the Networked Seidad
other networks. A solution which demands high per-conoecti
processing and memory requirements may therefore limiakita
ity of a Networked Surface to supporting many devices, aodish
be avoided. Finally, it is important to be able to commuréoaith
unmodified corresponding hosts, as otherwise the solutioudv
be impractical for reasons of deployability.

These factors (in particular the first two) dictate that aisoh op-
erating externally to TCP/IP is required. Such a solutiased in

the link layer and known henceforth as the “smart link 18yisrlis-
cussed in the next section, where the requirements abolveavi

a strong role in guiding the design decisions made. Furtkser d
cussion on advantages and disadvantages of a link layeoagpr
when compared to solutions modifying TCP may be found in Sec-
tion 7.

4. DESIGN OF THE SMART LINK LAYER
The “smart link layer” augments a traditional link layer @gswith
limited awareness of transport-layer functionality, sattmethods
can be applied in order that TCP connections which haveesitall
during a disconnected period are promptly “kick-startewl’tecon-
nection, i.e. the flow of data is promptly resumed.

on the surface and the base of the device. When a device comedlo illustrate the placement of the smart link layer in thewwek,

into contact with a surface, a handshaking procedure cahses
various conducting paths formed to be assigned to functoch
as ground, power, and networking buses. Disconnectiortés thel
by the custom link layer protocol used, and when it occuesctin-
nected pads are returned to a disconnected state, readynéw a
connection. It is important to note that Networked Surfad€ N
functionality is intended to be added to existing devicasluding
devices which are not reprogrammable, and which therefave h
hardcoded TCP/IP stacks. Even when devices are reprogrialema
e.g. with notebook computers, it is not normally expecteat th-
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a network connection involving a disconnecting link is ae@d in
Figure 2. This diagram shows the general case in which the dis
connection is occurring on an unspecified link somewheréaén t
network path between the end-to-end TCP connection. Irtipeac

it is expected that most disconnections will occur in theesliftks,

e.g. on the access network for a mobile device, such as a Netwo
rked Surface—enabled PDA. It is also possible that disadiores
may be present on more than one link of the network, for exampl
during peer-to-peer transmissions between two Networketh&e
devices.
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Figure 2: Network Connection including Disconnecting Link

For the purposes of the smart link layer solution, the kegtions

in the network path are at either end of the disconnecting these
are represented as “Smart Link” in Figure 2. The smart lirk la
yer operating at these points may modify the network traffia i
number of ways. Network packets in transit for a given connec
tion may be recorded, dropped or modified (the latter beingemo
computationally expensive than the other two as checksuost m
be recalculated). Packets may also be inserted at thests poin
one of two ways; as shown in the diagram, inserted packetsinay
ther be placed in the outgoing queue for the disconnectitkg(tie-
noted hereon as “re-sending” packets), or in the incomingugu
as if they had just been received on that link (denoted heeson
“re-receiving” packets).

One key advantage of a smart link layer solution is that diseo-
tion and reconnection of the link may be automatically detat
these points and may be used to trigger events. This is matitru
general, for an end-to-end protocol, which may not be abéasily
determine link states for individual links on the networltpased.
In order for the smart link layer to force a reaction from timel-e
to-end TCP engines at reconnection time, the obvious meshtod

traffic. While the latter approach gives the maximum flexipito
the smart link layer, allowing it to choose precisely theteo of
its inserted packets to potentially force the quickest T€gdvery,
it is also resource-intensive in that the inserted packaistre
constructed and checksummed by the link layer itself.

In contrast, although the use of pre-transmitted packeisiges
less flexibility, it is also much simpler to implement. Rélety lit-
tle “knowledge” of TCP/IP is required to be duplicated at liiné&
layer, and the computation required to construct valid TE pack-
ets is avoided. In addition, the use of copying assumes lzssta
the particular TCP implementation being used, in that atkyawn
options or parameters present in packets are simply passsiite
out modification. For these reasons, this research focust®ase
of copied packets retransmitted at reconnection time.

The next consideration is the number of packets that shaaleb
peated on reconnection. While it is possible to have a pdigh
as link layer retransmission of all unacknowledged dataesmom-
nection, this would require a large amount of buffer spacay m
result in a large waste of bandwidth (as packets may be stign

insert one or more packets into the network at the moment when ted needlessly), and may interfere with TCP’s own retrassions.

reconnection is detected.

The design space for solutions involving link layer insattiof
packets on reconnection is discussed below. The prioritivate

ing the particular designs discussed is the minimal usesaiunees
such as processing and memory, for the reasons describéé in t
previous section.

4.1 Parameters for Packet Insertion

Irrespective of whether inserted packets are re-sent mraeived,
there are a number of other issues to be solved. In partj¢hkne
is the issue of how the inserted packets are constructedthend
issue of how many packets are inserted.

For the issue of the construction of inserted packets, theréwo
possibilities. These packets may either be copies of padket

For these reasons, only one packet per TCP connection irbdff
Under this policy, a quick “back of the envelope” calculatghows

that the overhead is not burdensome; an access routeredtézh

a disconnecting link would only need 3kb of storage per TOR co
nection; with 100 edge nodes each using 10 active TCP connec-
tions, this would result in a requirement of 3Mb of extra RAM t
implement smart link layer functionality.

The one-packet policy still leaves the possibility for doates of
the buffered packet to be inserted on reconnection. Dupligack-
ets may be useful as they can cause the receiving TCP staémac
to be forced into a fast retransmit mode [15], since the packél
cause duplicate acks to be received. The benefit of repeaadicis
ets is therefore examined experimentally in this research.

4.2 Re-receiving Packets

have already passed through the network (and were recorded b Re-receiving means that the packets are inserted into tioenimg

the link layer), or they may be constructed afresh by the ltxyler,
presumably using information gathered from monitoringvjimas
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queues of the hosts on either side of the disconnecting Whkile
such packets will not traverse the disconnecting link, tmay be

Volume 33, Number 5: October 2003



transmitted across other parts of the end-to-end netwohle. atl-
vantage of this approach is that, in the likely case that theot-
necting link is at the periphery of the network, one of the T«oR
respondents will receive its kick-start very quickly, asmeiwork
latency will be incurred. A key disadvantage of re-recaptithat
such packets are by definition never going to provide theviece
TCP engines with any data they have not seen before. Theke pac
ets are therefore confined to repeating old data, old acki#oirold
window advertisements.

The choice of data to re-receive is determined by that datehit
most likely to cause TCP to immediately send out more datd, an
initiate recovery mechanisms to re-establish data flow aktyuas
possible. Since these mechanisms are governed largelyelngth
ception of acks, the best information to re-receive is obsfip the
highest ack already received. To achieve this, it sufficesoto-
pare each packet passing through the link layer with thegidnk
the buffer, and replace the buffered packet if the new pdtasta
higher ack number.

Finally, in order to ensure that idle connections are nothessly

kick-started, itis sensible to only re-receive on recotinedf there

was a send attempt on that connection during the discorthpete
riod. (Other methods of monitoring connection activityclsias
idle timers, could also be used.)

4.3 Re-sending Packets

The smart link layer is also capable of re-sending packetg-at
connection time, by inserting them in the outgoing queuettier
disconnecting link. Re-sending has the disadvantage thaes
network latency is bound to be incurred before either TCRneng
receives its kick-start. However, the advantage is thare¢hsent
packets may include new data, new acks, and/or new window up-
dates.

Unlike in the re-receiving case, where the choice of whictkpa
to buffer is simple (as there is no possibility of providingwndata,
merely repeating old data), care must be taken in the chdice o
a buffered packet for re-sending. In order to facilitate djuck
restarting of TCP traffic, there are two obvious criteriabaffer-
ing, and two more subtle criteria. The obvious criteria & the
packet should have the highest acknowledgement numbethsent
far, for the same reasons as for re-reception. The packeddsho
also have the lowest unacknowledged sequence numbersas thi
the next “in-order” data that the remote TCP engine is expgct
and is therefore most likely to promote quick recovery of TitzP
traffic flow. It must be noted that this criterion relies on #il-

ity to monitor the current acknowledgement number, whictsimu
be found by scanning packets going in the opposite direclibis
would not work if the acknowledgements take a different rekw
path to the data, however, this is unlikely to be the casdheasdis-
connecting link would most often be on the access networkfier
of the endpoints.

More subtly, the buffered packet should be chosen as theeing
length packet, and the one advertising the largest receiveow.
These criteria are relevant when considering packetsnetrited
during the disconnected period. The former criterion exldab Na-
gle’s algorithm [17], which states that only one packet wahis
smaller than the MTU should be unacknowledged at any tinterot
data should be queued at source rather than sent as furthér sm
packets. A corollary of using this algorithm is that, wheme:

out and retransmission occurs on small packets, the retitiad
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packet may be longer than the original packet, as the retigns
ting TCP will put as much data as possible in this packet, up to
the MTU. A larger packet is obviously a better choice for bifig

at the smart link layer, as most or all of the outstanding data

be sent immediately at reconnection, rather than incumnogiple
round trip times for the data to be transferred.

The criterion of having the largest receive window advertient

is also related to retransmitted packets. During a disatiiore
period, it is likely that a host which has received but notcessed
some number of packets will be able to conduct some or all of
this processing and therefore be able to send larger res@idow
advertisements in subsequent retransmissions.

In summary, for the re-sending algorithm, a packet is plandde
per-connection single packet buffer, if it:

1. Has a larger acknowledgement number than the current buf-
fered packet, or

2. Has the same acknowledgement number but an older unac-
knowledged sequence number, or

3. Has the same acknowledgement and sequence numbers, but
a longer length, or

4. Has the same acknowledgement number, sequence number
and length, but advertises a larger receive window.

Finally, in order to avoid disturbing idle connections wittis pol-
icy, re-sending on reconnection only occurs if there is knawl-
edged data outstanding.

5. TESTBED EXPERIMENTS

To analyse the effect of the various link layer methods deedr
above, an experimental setup using a simulated networknethan
was constructed. This allowed tests to be run using redidraf
but with precise control over the network connectivity, aiso
provided a platform for implementation and bug-fixing of #meart
link layer algorithms.

5.1 Experimental Setup

To simulate a disconnecting channel, the Linux “etherta/ed
was used. This allows network packets to be routed to a eset-|
program, which simulates the lossy channel, and implenithets
send and receive components of the smart link layers. Thip $&
illustrated in Figure 3.

To implement the simulated channel, a two-state Markov hode
was used, with one state having 100% reliability and therattede
having 0% reliability. The mean time spent in each state was ¢
figurable to allow different channel characteristics to ineutated.
This is illustrated in Figure 4. The period spent in eachesteas
modelled by uniform random distributions, between half and-
and-a-half of the desired means; this ensured that thetsesate
not subject to interaction between TCP timers and the chiainme

ing.
In addition to implementing this model, the simulation pam

was also made to reverse the IP addresses and TCP port numbers
of all packets, thereby “mirroring” packets so that the IadaP/IP
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Figure 4: Simulated Channel Markov Model

stack treats the packets as incoming rather than outgoihig. al-
lows networking tests to be performed on a single machine. Us
ing this arrangement, networks with various connection disel
connection patterns can be simulated, and various sméreljer
algorithms can be tested. One potential disadvantage sfathi
rangement is that the sender, channel model and receivedllare
competing for CPU and memory bandwidth, however, this isanot
factor in the tests below, since the behaviour being momitis the
time taken to recover from disconnected periods, duringlvhio
traffic is being sent (apart from retransmissions), andlathents
of the testing machine are idle, with the sender stalledemhit-
ing on TCP timers.

5.2 Optimisations Tested

From the design space discussed in the previous sectiorpdive
tential optimisations were identified for experimental leation.
These optimisations, known as “smartlvls,” are outlinetble

Smartlvl 0 This is the control case, and represents unaided TCP.

Smartlvl 1 Re-receiving is used as defined in Section 4.2, and the
buffered packet is re-received once upon reconnection.

Smartlvl 2 As for smartlvl 1, but the packet is re-received five
times on reconnection.

Smartlvl 3 Re-sending is used as defined in Section 4.3, and the
buffered packet is re-sent once upon reconnection.

Smartlvl 4 As for smartlvl 3, but re-sending five times on recon-
nection.
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Figure 5: TCP File Transfer Tests over Simulated Disconnect-
ing Channel

5.3 Results

In order to determine the relative performance of the variop-
timisations outlined above, timed bulk transfers were sesing
the disconnecting channel described above. These wereictad
with the following parameters.

e The transfer size was 50Mbyte.

e Mean “uptime” was set to 0.5s, while mean “downtime” was
varied from to 0.0s to 4.5s to simulate channel availabsiti
from 10% to 100%.

e Fourteen trials were conducted at each of the ten avatiabili
levels and five smartlvls.

e The success or failure of each trial, and the time it took if
successful, was noted.

As Figure 5 shows, the trials all succeed when availabistiigh.
For availabilities below 50%, smartlvls 0, 1 and 2 begin tib. fa
Smartlvl 0 (raw TCP) fails most quickly, and at 10% availdil
experiences no successful transfers. Smartlvls 1 and Zhwise
re-reception of packets, show some improvement, but svia@l
and 4 are the definite “winners,” with 100% of transfers coetgd
successfully, even when the channel is only available 10%hef
time.

Figure 6 shows the mean transfer time for the successfusfaen
with an unmarked line indicating the minimum transfer timd-

ich would occur if the channel were used optimally. As expédct
unaided TCP degrades most quickly, and smartlvis 1 and Digxhi
some improvement. Smartlvis 3 and 4, however, stay veryeclos
to the optimal line, providing good performance even on axokh
with 10% availability.

This is further illustrated in Figure 7, which shows the Idarslard
deviation of the trials, as compared to those of unaided TGR
plot also allows the observation that, even at 80% or 90%4ahi&i
ity, unaided TCP has already diverged from optimal perforcea
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Figure 6: Mean Duration of Successful TCP File Transfer Tests
over Simulated Disconnecting Channel

with degradations of about 100% and 50% respectively froen th
optimal case.

5.4 Analysis using TCP Traces

To further explore the behaviour above, traces of file trenssivere
taken with various smartlvls. These are shown in Figures Blto
(Figure 1 showed atrace for unaided TCP, and includes a laylus
for interpreting the traces.)

The traces for smartlvls 1 and 8how that TCP does not respond
immediately when receiving repeated acks. Although regabatks

are used as a signal to TCP to start fast-retransmit of a pabke

is not successfully invoked in either case. This can be axgpia

by noting that the fast-retransmit mechanism is designée iesed
before retransmission takes place due to timeout. If such a timeout
has already occurred, then the congestion window has bseh re
to one packet. Hence, re-receptions of an old ack do not aayse
response, as the window is not advanced by this event.

The traces for smartlvis 3 and®4on the other hand, show that
TCP is immediately restarted after reconnection. This sabse

the packet re-sent on reconnection is chosen so that it serds
acknowledged data. When this packet is acknowledged, the co
gestion window is opened and slow-start proceeds as nofRel.
sending five packets at a time with smartlvl 4 does not seem to
have any added effect; although they may cause multiple a@icks
that packet, the fast-retransmit mechanism is not usethisrcase,
due to the congestion window being reset as described pgyio

The conclusion of these experiments is that a “smart linkftagm-
ploying re-sending of a well-chosen packet on reconneciorim-
prove the performance of TCP on disconnecting channelsr&dke
unaided TCP experiences bad performance even when theathann

!The five individual plus marks for the five re-receptions used
smartlvl 2 are not distinguishable at this scale, and Idakdi single
plus mark.

2The five individual circles for the five re-sent packets used i
smartlvl 4 are not distinguishable at this scale, and Idakdi single
circle.
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is 90% available, the use of the smart link layer gives neEdly%
channel utilisation at availabilities down to 10%.

6. EVALUATION OF THESMART LINK LA-
YER ON THE PROTOTYPE NETWOR-
KED SURFACE

This section describes the effects of the smart link layscideed
above, when deployed in the context of the prototype Neteark
Surface. The smart link layer was deployed at both the device
and the node acting as the Networked Surface IP gatewayon.e.
both sides of the disconnecting link. Two types of test waent
conducted. The first was similar to the experiments destribe
the previous section, and evaluated the bulk transfer pedoce

of TCP. The second characterises the interactive respdiEER
over a disconnecting Surface network, by using the Virtuat-N
work Computing (VNC) remote desktop tool.

In order to conduct these tests, the prototype Networkeéa&eir
hardware was augmented with a testing mode to allow a dewice t
disconnect at random intervals, with an adjustable meanexiad
period. The “uptime” and “downtime” of the network was also
recorded, so that its availability could be calculated.

6.1 Performance for Bulk Transfers

In order to examine TCP performance for bulk transfers owdisa
connecting Networked Surface, experiments were condumted
cording to the following parameters:

e The Networked Surface prototype was configured to provide
a 1Mbit/s network.

e Disconnections were caused at various rates, producing var
ious channel availabilities.

e Smartlvls 0 and 3 were used; smartlvl 0 is the unaided TCP
case, and smartlvl 3 is the best-performing smart link layer
optimisation, as shown previously.
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Figure 12: TCP File Transfer Tests over Disconnecting Networ-
ked Surface

e Ten transfers of 5Mbyte were conducted at each availability
and smartlvl, and the elapsed times were recorded.

As Figure 12 shows, the smatrt link layer completed 100% ofstra
fers, down to an availability of 23%, while unaided TCP did no
reliably transfer the data at 50% availability or less. Fegi3 illus-
trates that the smart link layer stays relatively close ®“iHeal”
transfer time, even down to 20% availability. Unaided TCB ha
twice the overhead of the smart link layer at 65% availahibind
very bad performance at lower availabilities.

6.2 Interactive Performance

While bulk transfer performance is important for some agpli
tions, the user of a networked device may also wish to commu-
nicate interactively. Examples of interactive applicaticare re-
mote terminal programs, web interfaces, and real-timeimatiia
applications such as streaming audio or video. Such apiolica
may not stress the bandwidth of the network available, stetsis
in Section 6.1 are not necessarily applicable in this caskaté
applicable, however, is/nchronisation, i.e. the need for a local in-
terface and the remote application to be representing the state
as much as possible. An example of bad synchronisation ia &he
user clicks on a webpage link, but only after a number of sg&on
does the page change to reflect this action. Another examiglg m
be a remote desktop mouse icon not following the local maree i
closely while it is being moved.

In order to test the smart link layer's benefits for intenaetap-
plications, a quantitative metric must be found for syncisation
performance. As described below, the “frame rate” of a remot
desktop application is one such metric.

6.2.1 Testing Method

The VNC [19] remote desktop application allows a user of one
computer to interact with a remote computer, by “forwarditige
remote display across a network, and similarly relayingoloayd
and mouse input. The VNC protocol operates as follows. When t
client connects to the server, it issues an “update requestiat
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Figure 13: Mean Duration of Successful TCP File Transfer
Tests over Disconnecting Networked Surface

server. The server responds by waiting until its displafediffrom
its record of the client’s display, and then sending a “frauofter
update” containing changes to the client’'s display. On ivaog
this update, the client applies it and immediately sendghamdup-
date request.”

Since the server only sends updates in response to requasttie
client, the protocol is self-clocking. The requests andatpsl are
sent over TCP, which retransmits the data if it arrives quterd or is
lost in transit, providing the guarantee that all messagestaally
get delivered correctly (if channel conditions permit).

Due to the protocol outlined above, only one update is seahwt
time. This implies that, for small updates, the frame rateexed

is determined by the latency of the TCP connection used ahd no
by its bandwidth. The frame rate is therefore a good meadure o
interactive performance.

6.2.2 Experimentsand Results
In order to gather frame rate data, tests were conducted testhe
following parameters.

e A VNC desktop session was set up on a machine on the net-
work.

e A program was run on the remote desktop, which caused a
small dot to appear and disappear at regular intervals. The
effect of this program was to cause the display to require a
small update every 200ms.

e The Networked Surface was configured to have various avail-
abilities, as described previously.

e Smartlvis 0 and 3 were used.

e For each test, the VNC viewer program was run on a com-
puter using the Networked Surface for 100s, and record was
made of the number of updates received over this time pe-
riod.
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e Ten tests were conducted for each smartlvl and availability

Figure 14 shows the results of these tests. The smart lirde gy
shown to perform well, providing 80% of the frame updatesneve
when the channel availability is halved, as opposed to 40%ht
unaided TCP case. These results show that interactiverpafce

of TCP over the Networked Surface channel is significantly im
proved when a smart link layer is used.

7. COMPARISON OF THE SMART LINK

LAYER WITH OTHER SOLUTIONS

The link layer—based nature of the smart link layer allowts in-

joy several advantages when compared with solutions imvglv
the modification of IP, ICMP and/or TCP that were described in
Section 1.1. Link layer solutions can be independent of t8® T
implementation used, and can therefore be deployed wittmut
cern for the devices’ particular TCP implementations. Intcast,

a TCP-based solution would have to be added to many different
TCP implementations that are in use, some of which may be hard
or impossible to modify (e.g. hardware-based TCP implement
tions). Also, link layer solutions may only affect nodesdbto the
disconnecting link. Deployment of such solutions is therefeas-

ily carried out concurrently with deployment of the discenting
network type.

In addition, the smart link layer’s particular attributdfow it to
enjoy some further advantages. As it is very lightweightah
be deployed in modest hardware as part of a NIC for mobile com-
puting devices, thus allowing it to avoid use of the scarc&JCP
and memory resources of those devices. Also, since it udgson
small amount of network bandwidth, it is relatively easy ¢owwe

it against malicious use, e.g. for denial of service attadkar-
thermore, because the smart link layer operates unilfjteitaloes
not require the use of authentication methods that mightdme n
essary in solutions which communicate state informatiog, #or
signalling a disconnected state to the TCP endpoints. ¥, astice
the smart link layer only resends traffic that has already tsesit,

it is easy to see that no data security issues are createdwsiren

ACM SIGCOMM Computer Communications Review 40

this solution.

However, there are also disadvantages to using link layetisos,
some of which are relevant to the smart link layer. To begithwi
such solutions may experience bad interactions betweersT€EP
transmissions and retransmissions at the link layer [1fh¢ dmart
link layer, however, does not try to usurp TCP’s role of emmsyr
data delivery; the retransmitted packets are solely uskiditestart
TCP’s own recovery mechanisms, and the fact that the data con
tained in this packet is delivered is a (welcome) side-éffé&ad
interactions between retransmissions are therefore estoid

Another disadvantage of link layer solutions is that theydbpre-

vent TCP transmitting during the disconnected period. Tray be
seen in the first diagram, Figure 2, which shows that a fuldein

of packets is transmitted fruitlessly during disconnettiand a pe-
riodic retransmission of the first packet in this window atsours.

In contrast, a TCP implementation which is “aware” of distec

tion would halt transmission whilst in a disconnected st#tes

saving network bandwidth.

The next disadvantage is that, not being integrated with, tG$
not certain that a link layer solution will perform well withvery
version of TCP currently deployed, or with future versioi§ GP
that may become available. The smart link layer solution may
cur this problem, however, as it only retransmits a singtekpion
reconnection, the network overhead imposed is low. Thezefbd
the smart link layer solution fails to kick-start a given T€hnec-
tion, the network will not be significantly burdened, and T@iR
simply assume its normal, if suboptimal, behaviour.

The final disadvantage to be highlighted is that the use oftend
end encryption [1] may hinder or even disable link layer sohs
which rely on being able to “sniff” packets. To handle entegb
TCP connections, the smart link layer could simply buffer thost
recent packet per source and destination IP addressesgtasalsr
mit this on reconnection. However, this technique would cuayie
with multiple TCP connections between two IP addressesofwiti
would be unable to distinguish), and may not send resultdrbtst
kick-start packet being buffered.

It must be noted that the smart link layer dows attempt to by-
pass the slow-start procedure of TCP [14], nor does it trpdoice
a raising of the congestion window. This policy is in contrs
many of the link layer solutions presented for TCP probleamsi(
described in Section 1.1), which attempt to keep the corarest
window wide despite bad channel characteristics. Thisuifice
is largely due to the timescales for which the solutions asghed;
single packet losses happen on a microsecond scale, whderdi
nections may last a number of seconds. Also, during disatiome
devices may be moved to a different network; this may cause th
congestion characteristics to change, so a slow-starjpioppate
to discover the correct new value of the congestion window.

Finally, the relevance of the smart link layer to the currdfitF
proposals is now discussed. The smart link layer technigjireac-
cord with the PILC working group’s recommendation [16] fas-d
connecting networks to buffer and resend one or more of thk-pa
ets arriving during the disconnected period. The validitythat
technique is confirmed experimentally here, and differeiffebing
criteria and retransmission technigues are examined.

Both PILC and the TRIGTRAN [10] proposal indicate that a pre-
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ferred solution for disconnection handling is the end-td-@oti-
fication of disconnections (and other network events) sb TP
(or another transport layer protocol) can react appragsiahese
proposals would avoid the disadvantages highlighted albuwe-
ever, they require much more intrusive modifications of bibih
nodes attached to the disconnecting network and the edgesnod
as well as cooperation between these nodes, in order to Botve
problem. This paper has shown that it is possible to workradou
the disconnecting network problem, at least in some cirtances.
The techniques used in this research may prove a usefultgtpp
solution for use while more thorough solutions involving difo
cation of many entities in the network can be standardisedien
ployed.

8. CONCLUSIONS AND FUTURE WORK

This paper has presented the “smart link layer” solutiontfar
problem of TCP’s bad performance in the face of disconngctin
links. Various algorithms repeating packets on reconoactiere
explored using an experimental testbed. Re-sending paokete-
connection proved to be more effective than re-receivintkets,
and repetition of packets was shown to offer no additiongkowve-
ment.

The best-performing solution was shown to achieve nearbpd0
utilisation of a disconnecting channel, at availabilitiesvn to 10%.
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