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ABSTRACT

We describean automatedmethodfor identifying classesof morphologicallyrelated
wordsin anon-linedictionary,andfor linking individual sensesn the derivedform to one
or more sensesn the baseform by meansof morphologicalrelation attributes. We also
presentan algorithm for computinga score reflecting the system’scertainty in these
derivationallinks; this computationrelies on the contentof semanticrelationsassociated
with eachsensewhich are extractedautomaticallyby parsingeachsensedefinition and
subjecting the parse structureatatomatedsemanticanalysis. By processindhe entireset
of headwordsn thedictionaryin this fashionwe createa large setof directedderivational
graphs,which can then be accessedy other componentsn our broad-coverageNLP
system. Spuriousor unlikely derivationsare not discardedbut are ratheraddedto the
dictionary and assigneda negativescore;this allows the systemto handlenon-standard
uses of these forms.

Introduction

The automaticextractionof semanticknowledgefrom dictionary definitionsin machine-
readabledictionaries(MRDs) hasbeenthe subjectof intenseresearchfor severalyears
(Amsler 1980, Chodorowet al. 1985, Markowitz et al. 1986, Jensenand Binot 1987,
Ahlswede and Evens 1988, Neff and Boguraev 1989, Boguraev and Briscoe 1989,
Montemagniand Vanderwendel 992, Dolan et al. 1993). Comparativelylittle work has
beenreported however,on the automaticidentificationof derivationallyrelatedwordsin
MRDs, althoughthe importanceof this information to applicationssuch as parsing,
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generation, machine translation, spell-checking, thesaurus-buildingand information
retrieval haslong beenrecognized(Markowitz et al. 1986, Calzolari 1988, Carroll and
Grover 1988, Boguraevand Briscoe 1989). In this paperwe reporton a methodfor
automaticallyidentifying morphologicalrelations which link headwordsin the on-line
version of the Longman Dictionary of ContemporaryEnglish (LDOCE). During this
processthe lexiconis augmentedvith explicit links connectingndividual sense®f bases

and derived forms, and a certainty score is computed and associated with each such link.

The method consistsof first applying our NLP system'’s finite-state morphological
analyzerto every headwordin the dictionary. If a headwordis identified as possiblybe
derivedfrom oneor more basewords, a separatecomponentdubbedMORELS, ranks
eachanalysishy comparingthe semantianformationin the entry of the derivedform with

the information stored in the putative base form(s). For example, if thecnauarsions

analyzedas [[converi+ion] and [[conversgtion], MORELS will apply its scoring
algorithmto the semanticcontentin eachsenseof conversionto that of eachsenseof

convertandeachsenseof converse In this case thefirst analysis(conver) will receivea
high score,while a spuriousanalysislike the second(conversg will receivea low score.
Finally, MORELS links eachsenseof the derivedform to the appropriatesense(spf the
baseform, andstoresthe linking informationandthe associatedcorein the dictionaryas
the value of attributeswhich expressderivationalrelations. This processallows us to

systematically identify classes of morphologically related words within LDOCE.

The paperis divided into 5 sections. Sectionl1 reviewsthe explicit representatiorof
morphologicalinformationin LDOCE. Section2 presentour methodfor automatically
identifying morphologicalrelationsin the entire dictionary. Section 3 discussesthe
scoringtechnique. Section4 discussesur results, Section5 is a conclusion,and Section
6 describes areas for future work.

1. Representation of morphological information in LDOCE

Inflectional information in LDOCE is both explicit and completaegularinflectedforms

of a word arelisted explicitly in LDOCE in the entry for thatword, while the remaining
forms in the paradigmcan be derived by meansof rules given in the “Guide to the

Dictionary” (p. xxii-xxiv). For example,the entry for the verb sing lists the irregular
forms sangandsung but not the regularforms singsandsinging On the otherhand,a

regularform may be includedin an entry if it can be problematicfor the learner;for

examplethe entry for the verb singelists the regularpasttenseform singed presumably
to identify this as a valid form of English and to clarify that it is the past td@rsege,not

sing Finally, if both a regular and an irregular foamepossiblefor a particularslotin the

paradigm both are given; for example,underthe verb dreamwe find both dreamedand

dreamt

In adaptingthe raw LDOCE datato our own lexical needs,we generatednflectional
paradigmsautomaticallydrawing on both theseirregular forms and the regularrules of
English morphology and phonology. Word senseswere then marked with indicators
representinghe appropriatgparadigmsagainbasedon the informationalreadypresentn
the data. For example,all sensesof the verb sing are markedas selectingthe SING
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paradigm. Similarly, the sense®f the verbring which inflect like sing arealsomarkedas
selectingthe SING paradigm;however,the senseof the verbring definedas‘to makeor
be a ring around’ is marked as selectingthe default paradigm (rings ringing ringed
ringed). These paradigm markers are then play a crucial role in constraining the
morphological processor.

The situationis quite different in the caseof derivationalmorphology,however,where
information is generallyimplicit and scant. Specifically, while it is relatively trivial for
humanusersto generatehe entireinflectional paradigmfor a word given the information
in LDOCE, the sameis not true for forms derived from that word. For example,the
following words, which are ultimately related to the vedbieve areall definedseparately
in the dictionary (and were automaticallyidentified using the techniquedescribedn this
paper):belief believe believable unbelievable believer disbelief disbelieve unbelief
unbelieving andunbelievingly However,theserelationsare not markedexplicitly in the
data, and no level of representation exists where these words are enumerated.

We shouldmentionthattherearetwo classe®f exceptiongo this lack of overtlinking of
morphologicallyrelatedforms. Thefirst classincludesundefinedderivedforms, which are
typically appendedo the end of the entry of the word from which they are ultimately
derived. Accordingto LDOCE, theseare words whosemeaning“should be clearwhen
the meaningof the suffix is addedto the meaningof the baseword” (p. xxvii); part of
speechandnon-predictablgrammaticabehavioror pronunciatiorare specifiedexplicitly,
and sentencedllustrating the use of theseforms may also be included. An exampleis
shownin the entry for journalismin Figure 1; the endingsfor the words journalistic and
journalistically are appended at the end of the entry:

joursna=lism n [U] 1 the work or professionof producing,
esp.writing for, JOURNALS (2), esp.newspapers2 writing that
may be all right for a newspaper, bibatlacksimaginationand
beauty:His writing is only journalism,not true literature — -
istic adj — -istically adv[Wa4]

Figure 1: LDOCE entry fopournalism

As this exampleillustrates,the actualderivationalhistory of suchundefinedforms may be
flattened:here,the adjectivejournalistic andthe adverbjournalistically are linked to the
noun, eventhough,morphotactically the adverbcanonly be derivedfrom the adjective.
Sinceour initial adaptationof the datapreservedhe relationsamongwords specifiedin

LDOCE, it suffered from the same flattening; thus, the entries for journalistic and
journalistically both point to the entry for the nojournalism

This examplealso illustratesthe secondtype of derivational linking, this one dueto
LDOCE’s useof a limited definingvocabulary. If aword is not partof thatvocabulary jt
is printedin small caps;one suchexampleis the word journal, which is printedin small
capsin thefirst sensdn the entryfor journalismabove. On occasionasin this example,
this device hasthe effect of highlighting what is actually the baseform of a derived
headword. However,it is certainly not true that suchbaseforms will alwaysappearin



uppercase,or eventhatthey will be presentin the definition, just asit is not alwaysthe
case that all highlighted words in the definition are the base of the word being defined.

Neither type of information about morphological relatednessfound in LDOCE can
providedus with a systemati@ictureof the derivationalhistory of a headword. An NLP
system,however,which needsto modelthe knowledgeof the speakerof the language,
cancertainlybenefitfrom sucha capability. This informationcanbeintroducedmanually,
but giventhe sizeof MRDs andthe needfor accuracycompletenesandrepresentational
flexibility, automaticprocessings to be preferred. The techniquedescribedn this paper
addresses the need for such an automated process.

2. Overview

We are not aware of any projects or systemswhich attemptto identify classesof
morphologically related words in an MRD automatically. NLP systems include
dictionariesannotatedwith inflectional and, less often, derivational information (e.g.,
Russellet al. 1986, Adriaensand Small 1988, Calzolari 1988, amongothers);it appears
that the morphologicalinformation in theseprojectswasto a greatextenthand-coded.
Carroll and Grover (1989) discussa semi-automateevay of generatinghew entrieswith
associatediefinitions in the contextof dictionary developmentand Dumitrescu(1992)
describesan integratedenvironmentfor an interactivelexicon builder which includesa
morphologicalprocessingcomponentstill, thesemethodsarein their essencénteractive,
requiring the assistance of a human user.

Yet a dictionary alreadycontainsa greatdeal of informationwhich can be exploitedto
identify morphologicallinks automatically. The applicationof a system’sgrammarto
parse dictionary definitions and acquire semantic knowledge automatically has been
describedn JenserandBinot (1987), Montemagniand Vanderwendg1992),and Dolan
et al. (1993). Our techniquexploitssemantidnformationwhich hasbeenacquiredn this
fashion, using it to check whether formally related words are in fact linked by a
morphological relationship. The result is a directed graph which connects theseamebrds
makesexplicit the morphologicalrelationslinking them. This allows a useraswell asan
NLP applicationaccessiot only to immediatederivativesof a givenword, but alsoto the
base form (or forms) of that word and all the other words ultimately derived from it.

In the remainderof this sectionwe will presentan overview of the morphological
processorandthe NLP systemin which it is embeddedwe will thenpresenthe scoring
algorithm used by MORELS, and discuss some examples in detail.

2.1 The morphological processor

The system’s morphological processor reliesmmmphotacticandallomorphicinformation
stored in morpheme tables. Morphotactic information is expressedin terms of
continuation classes,in the by now traditional approachadvocatedby Koskenniemi
(1983) and discussedwidely in the literature (seeesp. Sproat1992). Specifically, the
morphemesthat can follow a given morphemeare enumeratedn the table for that
morpheme. Allomorphic variation, both for prefixesand suffixes,is expressedn a high-
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level context-freeformalismin thosetables. Morphemetablesare formally identical to
lexical entries;asa result,in additionto informationaboutmorphotacticandallomorphy
they may include definitions and examples, derived from their definitions in LDOCE.

As an example,considerthe entry for the denominal-er morpheme(Figure 2), which
attaches to nouns to form other nouns (e.g., the pairs bank/banker
geography/geographestc.). Lexical entries,andthereforemorphemeablesaswell, are
records or structuresof attribute-valuepairs;the value of an attributecanbe anatom,a
list of atoms,anotherrecord, or a list of records. By convention,lists of atomsare
enclosed in parentheses, and individual records are enclosed in curly brackets.

In morpheme tables, the attribu@at specifiesthe categoryof the word formedwhenthis
morphemeis attachedto anotherword; in this examplethe value of Cat is Noun

indicating that the derived womslill be a noun(e.g.,theword geographe). Theattribute
PCat (previouscategory gives the categoryof the words to which the morphemeis

allowedto attach;in Figure 2 this is alsoNoun sincethe morphemecanattachto nouns
only. The value of the attribute Defin is the text of the LDOCE definition of this
morpheme. The names of the morphemes that can fillnelisted underNextMorphs,

where the special symbol None indicatesthat it is possiblefor this morphemeto be
followed by no other morphemegthis is one way to avoid havingto introducea zero
morpheme fothe singular);the only othermorphemaeallowedin this examples the plural

noun morphemeNoun_Plural Thereis no formal distinction in the systembetween
inflectional and derivationalmorphemes.Finally, the value of the attributeRules is a list

of morphologicaloperationdinking derivedandbaseforms. Morphemerecordscanalso
be augmentedvith semantiaelationattributesextractedirom their definitions,aswill be
shown below.

When the table is compiled, the affixes are abstractedrom each expressionyielding
internalrepresentationsf theform (_er - _y), (_er - _e)and(_er - _). Usingactual
examples in the rules makemintenancef the morphemeableseasyandstraightforward
(for a similar approach, see Pentheroudakis and Higinbotham (1991)).

Cat Noun
Defin a person who knows about or works at
Exs a geographer has studied geography
PCat Noun
NextMorphs (Noun_Plural None)
Rules geograph er ->geography

saddl er ->saddl e

bank er ->b ank

Figure 2: The denominagér morpheme

We havealreadydefinedmorphemeablesfor the majority of the derivationalphenomena
listed in Quirk et al. (1985). We are currently expanding the coverageof the



morphological processorby consulting works such as Sinclair (1991) as well as
Marchand’s seminal work on English word-formation (Marchand 1969).

2.2 The NLP system

The Microsoft NLP system,of which the morphologicalprocessoand MORELS form a
part, consistsf the following integratedcomponentseachof which appliesto the output
of the preceding one:

« a bottom-up,parallel chart parser, including an algorithm for parseselectionand
parse recovery;

+ thelexicon derivedfrom LDOCE andaugmentedvith semantiarelationinformation
extractedautomaticallyfrom the definitions,aswell aswith forward andbacklinks to
other words and word senses (Dolan et al. 1993);

« abroad-coverage grammar of Englistonsisting oAugmenteghrasestructurerules
which produce one or more syntactic analyses for the sentence;

« asemantiaelationsprocessoy which identifiessemantiaelationssuchasHypernym
Location etc., in the sensedefinitions of MRDs (Montemagniand Vanderwende
1992);

- a modifier attachmentcomponentwhich selectsthe most likely attachmentsite for
modifier phrases;alternativeattachmentites will have beerclearly markedduring
syntactic processing;

« acomponentwhich computesthe logical form of sentencesfurther augmentingthe
outputof the parsewith a normalized,abstractrepresentatioishowingthe argument
and modifier structure for the sentence;

« a lexical disambiguationcomponent which identifies the most likely sense(s)of
polysemous words in the sentence; and

« anintegrateddevelopmeneénvironmentvhich includesa high-levellanguageallowing
the expressiorof declarativeas well as proceduralstatementsand tools for on-line
dictionary maintenance and rule tracing and debugging.

2.3 Extracting semantic relations from dictionary definitions

The techniquedescribedn this paperrelies crucially on the semanticrelationsextracted
from sensedefinitions by the semanticrelationscomponent. A brief descriptionof that
componentis presentedhere. For a detailed description, see Montemagni and
Vanderwende (1992) and Dolan et al. (1993).

Sensalefinitionsarefirst parsedusingthe system’sbroad-coverag&nglishgrammar;the
outputof the parseis then subjectedo a setof heuristicrules usedto identify syntactic
and lexical patternsassociatedwith specific relations such as Hypernym InstrFor
(‘instrumentfor’), etc. Oncethesepatternsarefound,the semantiaelationattributesare
addedto the lexical record. For example the definition of griddle is ‘a roundiron plate
which canbe usedfor bakingflat cakes(griddle cakes)overafire’. After the definitionis
parsed,the semanticrelations processoridentifies the relations shown in Figure 3
(subordinate relations are indented with respect to superordinate ones):
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griddle (noun,100) 'a round iron plate which can be used for
baking flat cakes (griddle cakes) over a
fire'
Hypernym {Lemma "plate"}
InstrFor {Lemma "bake"
HasObj {Lemma "cake"}
LocatedAt {Lemma "fire"}}

Figure 3: Semantic relations extracted from the definition of the goddle

As canbeseenpour approachto semantiaepresentatiors primarily lexical andrelational.
Semanticcontentis representedh termsof relationsbetweenwords, a featurewhich is
fully exploited by MORELS.

It bearsrepeatinghatsemantiaelationsbetweenwordsin our lexical databasdéavebeen
identified automatically;with the exceptionof someof the informationin the morphemes,
no datahave beerhand-coded. This property distinguishesour approachfrom that of
other large-scaledictionary or knowledge-baserojectssuch as Wordnet (Miller et al.
1990) or Cyc (Lenat et al. 1989).

3. MORELS scoring

The techniqueusedby MORELS in scoringan hypothesizednorphologicalrelationship
betweentwo wordsconsistof a two-stepprocess. First, a headwordn the dictionaryis
subjectedo the system’smorphologicalrules. If a derivationalanalysisis producedthe
semantiaelationsassociatedvith eachsenseof the putative baseform are comparedo
those of each senseof the putative derived form. Dependingon the result of this
comparisorprocesgdescribedn detail below), individual sense®f the derivedword will
be linked to one or more senses of the base word.

3.1 The algorithm

This sectiondescribeghe algorithmusedby MORELS to scoreindividual analyses.The
algorithm assumes:

- asens&of a derived word with a set of semantic relatioB$y

« aputativebaseform B for thatword. The semantiaelationsin the entry for this
word are not accessed at this stage; and

- aderivational morphemd with a set of semantic relatioB$3y,

The algorithmis shownin Figure 4. Commentsintroducedby a double slashrefer to
examples discussed in this section.



set score to O;
for every semantic relation Rn the morpheme M {
if SRy, is present in the semantic relationsgSRksense S of the derived word sense|D
if the lexical content of SR matches that of SR
/I e.g., 'geographer": ‘a person who studies geography’
increment score by value stored ingR
else {
if SRy, is the attributédypernym{
/I e.g., 'banker": 'a player who keeps the bank...'
/I look up player’
look up that hypernym in dictionary;
obtain its hypernym;
compare it to lexical content of R
increment score if successful;

else {
/I e.g., cartographer: 'a person who makes maps'
I/l look up tartography'
look up base word in dictionary;
compare its semantic content to that of D;
increment score if successful;

}
}

/le.g., ‘corner' : semantic relation mismatch; fail.
else assign score a negative value;

Figure 4: MORELS scoring algorithm

Simply put, the algorithmcomputesa scorebasedon the similarity betweenthe semantic
relationsin the derivedform andthosein the morpheme. In effect, we are attemptingto
establishwhetherthe meaningof a derivedword, as representedh its semanticrelation
attributes and its links to other words in the dictionary, is indeed “the meaning of the suffix
[..] addedto the meaningof the baseword”, assuggestedn the front matterin LDOCE

(p. xxvii).

The next section contains examples of this computation.

3.2 Semantic relatiors in the-er morpheme

The lexical entry for the denominal-er morphemeaugmentedvith appropriatesemantic
relations,is shownin Figure5; the semantiaelationattributesare shownin boldface. In

the case of morphemes,semantic relations are extracted automatically from their
definitionsin LDOCE, but somestructurenormalizationis performedby hand. The value
of the attribute Morels also hand-codedjs the amountby which the score will be
incremented if that relation is instantiated in the entry for the putative derived word.
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Cat Noun
Defin a person who knows about or works at
Exs a geographer has studied geography
PCat Noun
NextMorphs (Noun_Plural None)
Rules geograph er ->geography
saddl er ->saddl e
bank er -> bank
Hyper nym {Lemmas ( person)
Morel s 2}
Subj O {Lemmas (know wor k)
Morels 2
HasQhj {Morels 10}}

Figure 5: The denominaér morpheme augmented with semantic relations

Example 1: ‘geographer’

The first example, the word geographer is a rather straightforward one. The
morphologicalprocessoranalyzest as[[geography+er], wherethe -er morphemas the
oneshownin Figure5 above. The definition and semanticrelationsfor geographerare
shown in Figure 6:

geographer (noun,1) 'a person who studies and knows
about geography"
Hypernym {Lemma  "person'}
SubjOf {Lemma  "study"

HasObj {Lemma "geography"}}
{Lemma  "know"
HasObj {Lemma "geography"}}

Figure 6: Definition and semantic relations for the ngelographer

The attributesHypernymand SubjOfare instantiatedor both the morpheme-er and for
this senseasis the nestedattributeHasObj Moreover,thesesetsof semanticrelations
are structurallyisomorphic,and the lemmavaluesfor eachattribute are identical in the
two entries. Thesetwo matchescontribute2 points eachto the score. Sincethe base
form geographyappearsin the position marked with a Morels value of 10 in the
morphemerecord,the resultingscoreis 14. In otherwords, MORELS verifies that the
existing definition and semanticrelations for the noun geographeras given in the
dictionary are indeed a compositionalfunction of the word geographyand the -er
morpheme.

Example 2: ‘cartographer’
Not all definitions reflect the compositionalnature of the semanticrelationsin sucha
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straightforwardmanner. For example,considerthe nouncartographer shownin Figure

7, which the morphological processor analyzesa@stipgraphy+er]:

cartographer (noun,1) ‘a person who makes maps; map-maker'
Hypernym {Lemma "person"}
SubjOof  {Lemma "make"
HasObj {Lemma "map"}}
Synonym  (map-maker)

Figure 7: Definition and semantic relations for the ncamtographer

Thereis no directlexical matchbetweenthe baseword cartographyandthe value of the
HasObj attribute in the morphememap. If we were to limit ourselvesto a simple
comparison of lexical forms in the records being compared, we would have to dssign a
score (a score of 2) to this derivatiokowever,in suchcasesMORELS goeson to look
up the definition of the baseform cartographyto determinewhetherits semanticcontent
matchesthat in the derivedform. The definition and semanticrelationsfor the noun

cartographyare shown in Figure 8:

cartography (noun,1) 'the science or art of making maps’
Hypernym {Lemma  "make"
Classifier {Lemma "art"}
{Lemma "science"}
HasObj {Lemma "map"}}}

Figure 8: Definition and semantic relations for the ncantography

As canbe seenthe SubjOfattributein cartographermatcheshe Hypernyminformation
in the baseform cartography  Note that we have, in this process,discoveredand
confirmed a link betweentwo words in the dictionary which was not presentin the
original LDOCE data; this link will subsequentlype storedin the dictionary, as shown

below.

Example 3: ‘banker’

Now considerthe definition and semanticrelationsin the secondsenseof the noun

banker
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banker (noun,2) 'the player who keeps the bank in various
games of chance'
Hypernym {Lemma "player"}
SubjOf  {Lemma "keep"
HasObj {Lemma "bank"}
LocatedAt {Lemma "game"}}

Figure 9: Definition and semantic relations for senseliaoker

When MORELS compareghe lexical contentof the Hypernymattributein this record
with thatin the morphemethe word player will not matchperson Continuingto search
for awayto link thetwo sensesMORELSwill look up the word playerin the dictionary
and check its hypernym; and in fact, one of the hypernymkgérin the dictionaryis the
word person thus allowing MORELS to count the use of the walad/erhere as a hit.

Notethat, sincethe verb keepdoesnot matcheitherknowor studyin the SubjOfattribute
for -er, this derivationwill receiveaslower scorethanthe derivationsin the previoustwo
examples. The score thus reflects the fact that this senseof banker is not as
straightforward a composition of the base and the morpheme

Example 4: ‘corner’

Finally, considerthe caseof the word corner, which is analyzedby the morphological
processoms|[[corn]+er]. Noneof the nounsensedor this word in LDOCE corresponds
to the regularcompositionalmeaningthat we might expectit to have:*a personwho

knowsaboutcorn or worksat corn’. As aresult, MORELSwill fail, returninga negative
value. Evenin this casehowever,a link will be establishedetweenthe word corn and

the word corner, but not betweenany of their existing senses. This link will have a

negativevalue, which indicatesthat, while this pairing is formally regular, it doesnot

appear to represent a straightforward case of derivation.

3.3 Linking to base senses

Sofar we havedescribechow MORELS checkswhetherthe definition of a derivedform

supportsa compositionalanalysisof that word. In this sectionwe consideranother
important task performedby MORELS: attemptingto link individual sensesin each
derivedword with oneor morespecificsensesn the baseword. To achievethis, a setof

heuristicrules which examineseachhypothesizedase/derivedorm pair, attemptingto

discoverstructuraland semanticsimilarities betweeneachpair of senses. The resulting
link scorereflectsthe similarity betweena pair of baseandderivedform sensesandit is

associated with the link to each sense in the base form, as will be shown below.

As an example, consider the word conversion As was pointed out earlier, the
morphologicalprocessorsuggestswo baseforms for this word, the verbs convertand
converse Thechallenges to link individual sense®f the nounconversiornto individual
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sense®f the verb convert andto representhe fact that noneof the senseof the noun
conversioncan be plausibly linked to the verb converse The definitions for the noun
conversionare shown in Figure 10; for the sake of brevity, the semanticrelations
extractedrom the definitionsarenot included. The numberfollowing the part-of-speech
designation reflects our internal, normalized numbering of LDOCE senses; the dider of
definitions, however, follows that of the printed version.

conversion (noun,100): 'the act of converting'

conversion (noun,101): ‘a change from one use or purpose to another'

conversion (noun,102): 'a change in which a person accepts completely a
new religion, political belief, etc.'

conversion (noun,103): ‘(in rugby and American football) (an example of)
the act of kicking the ball over the bar of the
goalposts'

Figure 10: Definitions for the nowonversion

The definitions for the verbs convert and converseare shownin Figures11 and 12,
respectively:

convert (verb,100): 'to persuade a person to accept a particular
religion, political belief, etc.'

convert (verb,101): 'to change one's religion'

convert (verb,102): 'to (cause to) change to or into another form,
substance, or state, or from one use or purpose to
another'

convert (verb,103): '(of one type of money) to change into another type
of money of equal value'

convert (verb,104): 'to cause (one type of money) to change into another
of equal value'

convert (verb,105): '(in rugby and American football) to kick (a ball)
over the bar of the goalposts'

Figure 11: Definitions for the vexdonvert
converse (verb,100): 'to talk informally’
Figure 12: Definition for the verbonverse

During the first pass,describedin the previoussection,the analysisof conversionas
[[convert+ion] receivesa high score,while the alternativeanalysis,[[ conversgtion],
receivesa negativescore. If the scoreis greaterthanzero,MORELS performsa pairwise
comparison of the semantic relations in each of the senses shown above; in thisvtiase,
provide a link score for each senseofversioriinked to each sense obnvert Thelink
score is incremented for each sense using the following heuristics:

. Intersectionin syntacticmarking Subcategorizeg@repositionsare often markedon
a verb senseand on its derived nominalization(s).Incrementlink scorefor every
preposition that matches, decrement if there is no match.

. Intersectionin domainattribute One of the semanticrelationsextractedfrom the
definition text is the attribute Domairy this correspondsto material like the
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definition-initial phrasée(in rugby and Americanfootball)’ in conversion(noun,103)
andconvert(verb,105) Incrementlink scorefor everymatch,decrementf thereis
no match.

«  Comparethe contentof the semanticrelationsin the derivedsensego that of the
Hypernymattribute in the base. Increment link scoredeerymatchon theword or
its hypernym.

Once a link score has beencomputedfor a pair of derived and base senserecords,
MORELS is ready to update the lexicon with the resuitsafomputation. A symmetrical
pair of morphologicalattributesis associatedvith eachmorphemejor example,the -er
morphemediscussedearlier is associatedvith the attributesProfsn (‘profession’) and
ProfsnOf(‘professionof’), while the nominalizingmorpheme-ion is associatedvith the
attributesNomnlzand NomnlzOf The first attributein eachpair is addedto the base
sense(s)while the secondwill beintroducedto the sense®f the derivedform. Thevalue
of each attribute is a listf recordsspecifyinga headwordo which the sensas linked, the
particular sense numbertinatentry,andthe scoreassociatedavith thelink. For example,
the nouncartographywill containa Profsnattributepointing to the word cartographer
the latter, in turn, will contain BrofsnOfattributepointingto cartography The presence
of this attributesallows us to representerivationalparadigmsas directedgraphslinking
morphologically related words.

For a relatively complexexample considerthe updatedrecordfor sensel02 of the noun
conversion(Figure 13); our internal sensenumbersappearas the value of the Ldoce
attribute,and they correspondo the numbersgiven in Figures10 and 11 above. The
senseof convertwhich is assignedhe highest-scorindNomnlzOflink by MORELS s the
secondsensein LDOCE (sensel01 in our normalizednumbering),‘to changeone's
religion’. In the current implementation, all non-zero links to sensesrofertare shown.
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Ldoce 102
Cat Noun
Defin "a change in which a person accepts
completely a new religion, political belief, etc.”
Hypernym
{Lemma  "change"}
{Lemma  "accept"
HasObj {Lemma  "religion"}
{Lemma  "belief"}
{Lemma  "?"}}

Manner
{Lemma  "completely"}
Nomml zCF

{Ldoce 100
Lemma "convert"
Mor el s 5}

{Ldoce 101
Lemma "convert"
Mor el s 20}

{Ldoce 102
Lemma "convert"
Mor el s 5}

{Ldoce 103
Lemmua "convert"
Mor el s 15}

{Ldoce 104
Lemmua "convert"
Mor el s 15}

Figure 13: Sense 102 of the naonversiorafter computing links to sensesaainvert

4. Conclusion

We have described an automated meflooddentifying classe®f morphologicallyrelated
wordsin anon-linedictionary,andfor linking individual sensesn the derivedform to one
or moresensesn the baseform by meansof morphologicalrelationattributes. We have
also presented an algorithm for computing a score reflecting the system’s certtieein
derivationallinks; this computationrelieson the contentof semanticrelationsassociated
with eachsensewhich are extractedautomaticallyby parsingeachsensedefinition and
subjecting the parse structure to automated semantic analysis. By protessirigeset
of headwordsn thedictionaryin this fashionwe createa largesetof directedderivational
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graphs,which can then be accessedy other componentsn our broad-coveragedNLP
system.

5. Results

5.1 Morphological processing

We report first on the performanceof the morphologicalprocessorsince our method
relies crucially on the analyses hypothesized by this component.

Countingdifferent partsof speechfor the sameword as different words, our version of
LDOCE contains45,808words. The initial phaseof morphologicalprocessingwhich
doesnot haveaccesgo semantianformation, currently identifies 13,028forms as being
derivedfrom other forms; of these,1,748forms have ambiguousderivations(e.g., pairs
like deduction/deducanddeduction/dedug¢t Runningthe processoon all 45,808forms
takes just over three hours on a 486/66 PC.

As wasmentionedn section2, LDOCE doesoccasionallylist derivationallyrelatedforms
as undefinedwords at the end of an entry. The total numberof suchwords linked to
LDOCE basewords is 5,390 (that is, thereis a total of 5,390 undefinedforms in the
dictionary). Our analyzeragreedwith LDOCE on 4,798 of theseforms, or 89% of the
time. There are 308 derivationsin LDOCE which suffer from the type of flattening
describedn section2, andfor which our analyzerproducedthe correctstructure;if we
consider these as successful, our agreement ratio with LDOCE becomes 95%.

We hand-checkeda random sampleof 340 words for which the analyzerreturneda

polymorphemicanalysis. We identified 19 spuriousanalysesfor an accuracyration of

94.4%. Usingcommonstatisticaltechniquesve estimatethatthis 94.4%precisionrateis

representativef the entiresetof analyseswith a marginof errorof £ 2.5%. To estimate
recall, we hand-checkeda sample of about 800 words. We found that 283 were
morphologically complex, and of those the analyzer faileahtdyze28. We estimatethat
this 90% successateis representativef the entiresetof analyseswith a marginof error
of + 3%.

A list of affixes matched is given in Table 1; these are sorted by frequency of occurrence.

-|y 2992 in- 218

-ness 1330 -ive (‘creative') 201

-ation 1160 un- 189

-er (‘reader’) 1123 -less 177

-er (‘banker’) 1032 de- 174

ity 552 -al 169

-y (‘creamy’) 468 re- 162
-able/-ible 320 -ous 157

Lize 320 -ful 100

-ence 301 pre- 99

-ist (‘anarchist’) 285 -ship 72

-ism 275 inter- 67

dis- 231 over- 65
-ment 225 -ify 59
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-ess (‘actress' 51 -hood 19
mis- 49 -dom 17
-ery 45 post- 17
-en 34 -ent 16
counter- 32 -wise 13
-y ('difficulty’) 32 -ate (‘authenticate’) 11
-ee 29 after- 10
-ish 23 -worthy 8
under- 23 -wise 5
non- 22 multi- 4
anti- 21 -ese 3
-like 20 vice- 1

Table 1: Distribution of some affixes in LDOCE headwords

5.2 MORELS

Next we look at the performanceof MORELS, the componentwhich evaluatesthe
analyses and establishes the links between related base/derived word senses.

To evaluatethe outputof MORELS, we generated file of tuplesof the form (derived
word, part of speech derived sensenumber base word, part of speech base sense
number scorg. Considerthe word viewer, which formally admitsthe deverbalanalysis
[[View,er+er] and the denominalanalysis[[view,q,J+er]. The sectionof the file that
containsthe output for sensel00 of the word viewer, ‘a personwatching television’,
showsthatit is linked to all nounsense®f the headwordview by a scoreof -4, indicating
a possibly spurious analysis, while it is linked to verb sensell7, ‘to watch (esp.
television)’ by a high score of 26:

viewer, noun, 100, view, noun, 103, -4
viewer, noun, 100, view, noun, 104, -4
viewer, noun, 100, view, noun, 105, -4
viewer, noun, 100, view, noun, 106, -4
viewer, noun, 100, view, noun, 107, -4
viewer, noun, 100, view, noun, 108, -4
viewer, noun, 100, view, verb, 117, -4
viewer, noun, 100, view, verb, 118, -4
viewer, noun, 100, view, verb, 119, 26

Table 2: MORELS output for the wowikewer

Of all the proposedieverbalnalysesn the corpusof 245 wordsendingin -er, MORELS
identified an appropriatetarget sensein the base headwordentry 65% of the time.
MORELS did correctly identify several spuriousanalysesfor example*[[ flow]+er] for
flower and*[[ show+er] for shower In generalhowever its successateis still relatively
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low, both in terms of precision and recalinceMORELS reliesheavily on the outputof

the parseand the semanticrelationsprocessorwe expectits succesgate to improve
dramaticallyasthe outputof thosecomponentcontinuesto improve. Additionally, we

expectthe performanceof MORELS to improve as we continueto refine the semantic
contentof the morphemedo allow us a bettermatchwith the semanticrelationsin the

word sense definitions.

6. Future work

The discussionin this paperis limited to our lexicon, which was derivedfrom LDOCE.
The methodis not limited to a particulardictionary,however;we arein fact planningto
apply it to datafrom the AmericanHeritageDictionary (Third Edition), and we will be
reporting on those results in the future.

Oneof the further areasof researchwe will pursueis to allow MORELS to modify its
scorebasedon information from other partsof dictionary entries,suchas, for example,
from the pronunciationor possibly even the etymology fields. For instance, the
morphologicalprocessorcurrently proposestwo analysesfor the word cellist, namely
[[celloJ+ist] and [[cell]+ist]. Even though MORELS correctly assignsthe latter a
negativelink score,usingthe pronunciationinformation would provide further evidence
against this analysis.

We are also interestedin the automaticidentification of suppletiveparadigmssuch as
king/royal dog/canine etc. We can apply our methodto identify such derivational
paradigms,and it certainly seemsdesirableto ultimately link the noun king and the
adjectiveroyal with the samedenominaladjectiverelationthat is usedto link formally
relatednoun/adjectivgpairs, suchasculture/cultural history/historicetc. MORELS can
also be used to identify semanticrelation patternsin the definitions of denominal
adjectives, for example, and apply this knowledge to determining suppletive
noun/adjectivepairs,in a mannerreminiscentof the work describedn Markowitz et al.
(1986).
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