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Abstract

While work hasbeendoneon connectvity, mobility andgen-
eral rendezwus systemsfor ubiquitouscomputingerviron-
mentsresearchhasbeenhamperedy thelack of higherlevel
application abstractions. To identify what thesemight be,
we constructed prototypeubiquitouscomputingervironment
whichwe call aninteractive Workspaceandobsenedhow ap-
plicationwriters attemptedo useits facilities. We alsoiden-
tify systemsupportissuedor ubiquitouscomputingthatdiffer
from their counterpartsn “traditional” single-nodecomput-
ing, andusethemto guidethedesignof a setof abstractionso
supportubiquitouscomputingapplicationgeployedin spaces
such as ours. Our implementedprototype meta-operating-
system,iROS, andseveral applicationsin daily useon top of
it, suggesthatwe have madeprogressowardthe goalof pro-
viding supportfor application-leel ubiquitouscomputingab-
stractionsin a way thatis robustto transientfailures,exten-
sible, portableacrossinstallations,and easyto program. Fi-
nally, aswe considerfuture work, we arguethat the abstrac-
tions we identified—maing dataaround,moving interfaces
around,and coordinatingthe behavior of existing monolithic
applications—aréundamentato this styleof ubiquitouscom-
putinggenerally

1 Introduction

Improvementsin device technologiesand falling costsare
rapidly enablingthe original vision of ubiquitous comput-
ing [29]. Devices from large wall-sized displaysto small
PDAs can easily (and wirelessly) be networked togetherin

localizedareas forming the hardware side of the ubiquitous
computingernvironment. Onceconnectedogether however,

thesedevicesdo not generallyintegratewell with oneanother
or with existing softwareunlessthey weredesignedo dosoa
priori. Thead-hodnteractionsandapplicationservisionedfor

ubiquitouscomputingaredifficult to achieve becaus¢hereare
no higherlevel systemabstractiondor allowing this collec-
tion of off-the-shelfcomponentgo interoperate Worse,such
systemsmust be ableto toleratea dynamicenvironment,as
portabledevicescomeandgo, aswell asmaintaina high de-
greeof robustnesaindavailability despiteinevitable software

andhardwarefailures.We addresghis gapwith thefollowing
contributions:

e A discussiomf systemssupportfor ubiquitouscomput-
ing and how it differs from systemssupportfor “tradi-
tional” single-nodecomputing

Theidentificationof fundamentabbstractiongor appli-
cation developersin room-basedibiquitouscomputing,
basedon our experiencebuilding a prototypespaceand
inviting researcherto write applicationdor it

e A systenmodelandimplementedneta-operating-system
that provides supportfor the high-level abstractionave
repeatedlyobsened in ad-hoc applications, while re-
mainingrobust, extensible(new servicesanddevicesare
easyto integrate),and easily portableto otherinstalla-
tionsandto deviceswith otheroperatingsystems

Our experienceusingthis software on a daily basisand
deploying it to othersiteswith similarinterests.

The meta-operatingystemis designedo supplementnot
replace,the standardoperatingsystemfacilities provided by
individual machines.The paperproceedsasfollows. We de-
scribehow we built a prototyperoom to learnwhat abstrac-
tions applicationdeveloperswould require. We then distin-
guishthe systemsupportrequirement®f ubiquitouscomput-
ing from thoseof “traditional” computing,and identify the
mechanismsecessaryo provide theseabstractionsvhile sat-
isfying the systemsonstraints We describeandevaluateour
implementedmeta-OSandvariousapplicationsrunningon it
thatarein daily use. Finally, we arguethat given our obser
vationsandexperiencethe abstractiongndsystemmodelwe
propose€for this style of ubiquitouscomputingarefundamen-
tal, beyondour specificprototypeimplementation.

2 Characterizing System Support for
I nter active Wor kspaces
We beganby building a prototypeinteractize workspacethe

iRoom. As canbeseenin figure 2, it containsavarietyof dis-
play devicesandfacilities for wirelessandwired networking



Figurel: TheiRoomcontaingheMural [4], a high-resolution
wall displayaddressablenly in OpenGL;threeSmartBoards,
off-the-shelflow-resolutiontouch-sensitiewall displayspow-
eredby Windows2000PC's; atabletopdisplay;andwired and
wirelessnetwork supportfor portabledevices.

of occupantsportabledevices,andwe arguethatit is repre-
sentatve of animportantclassof ubiquitouscomputinginstal-
lations.

To understanchow sucha spacewould actually be used,
we invited researctgroupsfrom within computerscienceand
other departmentso usethe iRoom and collaboratewith us
ondevelopingapplicationdor it. A typical usagescenariaan
asfollows. A constructionmanagementeamcomesto the
iRoomfor a planningmeetingabouta new project. Oneteam
memberturns on the room lights and projectorswith a user
interfaceshepullsto herPDA. Someengineershenmove 3D
modelsof the constructionsite from their laptopsinto a com-
mon room dataspaceand the meetingmanagerdirects sev-
eraldifferentviews of themodelontothe screensn theroom.
Othermemberss/iew themodelsontheirlaptopsor PDA's, but
sincethe modelis too comple it is automaticallydisplayed
asa setof renderedmagesshoving somekey views of the
model.

Thefinancialplannersareconcernedhatthenew planis too
expensve, sothey replacea 3D modelon one of the screens
with a financial model using their PDA to choosethe appli-
cationandscreen.Sincethe financialdataand 3D modelare
alreadytaggedwith similar objectnamesthe meetingman-
agerdirectstheroomto associatéhefinancialmodelwith the
remaining3D views, and asvariousobjectsin the 3D model
are selectedhe meetingmembersare ableto obsenre the re-
latedfinancialdata.

2.1 Application Developer Facilities

The scenaricabore is representatie of the mary thatwe ob-
sened or prototypedto varying degrees. From this process
we identified threecommonmodalitiesthat emeged repeat-
edly anddeseredto be supportedashigherlevel facilitiesfor
applicationwriters:

A1l. DataMovementFacility: A standardocationandtype
independentdata storagefor the interactve workspace
which s easilyaccessibleéo applicationdevelopers.De-
signissuedncludestandardiistributedfile systemsprob-
lems, aswell astransforminginformationinto datafor-
matsunderstandablby and appropriatefor a variety of
clientdevices.

A2. InterfaceMovementFacility: A standardvay to specify
how applicationscanbe controlledby usersandotherap-
plications. The designissuesherearerelatedto work in

userinterfacemarkuplanguagesind servicedescription

anddiscovery.

A3. Dynamic Application CoordinationFacility: A facility
to allow ary interactive workspaceapplicationto inter
actwith others,ncludingthosenot originally designedo

becompatible.

2.2 Systems Support Issues

Comparedo traditionalsingle-nodeDS’s, a “meta-0S"to tie
togethemultiple devicesin scenariosuchastheaboveintro-
ducessomenew constraintsand qualitatvely magnifiessome
existing systemsonstraintsWe now describehesewith their
implications.

Heter ogeneity and adaptation. Thereis no single dom-
inant OS or programmingervironmentin our scenario. OS
demandsnaybedictatedby variousfactors:the experienceof
programmersthe availability of device driversfor experimen-
tal I/0 devices,thequirksof homehuilt equipmensuchasour
hi-res Mural (which is addressablenly in OpenGL).There-
fore we mustmale it easyto adaptiegag/ software,hardware
andOS’s to our system whetheror not sourcecodeis avail-
able. This impliesthatwe shoulduseexisting OS’s andappli-
cationsaslargebuilding blocks,andidentify waysto usethose
applicationspotentiallyin ways the designemever intended,
for exampleby “puppeteering[7] theexisting applications.

Further the inherentheterogeneityof ubiquitouscomput-
ing, andthe introductionof new hardware over time, far ex-
ceedswhatwe areusedto; approachesuchasadaptatiorby
proxy[15], whichwork well for adaptingavarietyof clientsto
seners,do notreadilygeneralize¢o adaptclientsto communi-
catingwith eachother Sincethe“leastcommondenominator”
functionality acrossclientsis small, the API's and meta-OS
codemustbe accessibldrom mary languagesndplatforms,
andthey mustbeeasyto portto new languagesndplatforms.



Finally, extensibility mustbe construedto include the in-
tegrationof future hardwareandsoftware,which implies that
we shouldstrive to minimize the requirementsand assump-
tions madeaboutnew hardware and software and minimize
the amountof work requiredto integratea new devices. The
Internethassuccessfullyaddressea similar issueby maoving
computatiorandservicednto theinfrastructureratherthanto
clientandsenerendpointsin orderto keepclientsandseners
simple;we advocateananalogouspproachere.

Robust to Transient Failure. A systemof dozensor hun-

dredsof devicesrunninghundredsof independenprocesses

mustbe ableto survive transientfailuresof ary component;
in fact,ideally it shouldbe modularlyrestartablg12], sothat
in generalthe restartof any componenis consideredpart of

normalsystemoperation.

Portable across installations. Justasapplicationswritten
to run on a PC undersomeoperatingsystemare portableto
other PCs, applicationswritten to our infrastructureshould
be usablein otherinteractive workspacesvith minimal or no
changesApplicationsshouldnotberequiredto make assump-
tions aboutwhich specificcomponentare presentor absent,
or aboutthegeometricarrangementsf thosecomponentin a
particularinstallation. This implies that we shouldprovide a
way to structure“applications”asloosely coupledensembles
of autonomousomponentsand provide indirection mecha-
nismsfor addressinghe componentshat areasindependent
of locationaspossible.

3 A Meta-OS System Model

We have developeda systemmodeland implementedoroto-
typethatprovidetheabovefunctionalitysubjecto thesystems
supportconstraintsve outlined. The foundationof the model
is acommunicatiorinfrastructurehatmeetsherequirements
givenin the last sectionandthe goalsjust given while facili-
tating dynamicapplicationcoordination. We thenlayeredon
top additionalsystemghatusethe communicatiorinfrastruc-
ture to provide datamovementand transformation(A1) and
interfacegeneratiorandmovement(A2) (shavn in figure 2).

3.1 Communication Infrastructure

Our systemis built on atuplespace&eommunicatiormodel. A
tuple is an orderedcollection of named,typedfields. Tuple
sourcegleposittuplesinto a logically centralizedtuplespace;
receversquerythe spaceby specifyinga matchtemplatecon-
strainingthe attributesof interest. In additionto providing a
layer of indirection betweensenderand recever in a similar
fashionto publish-subscribethe tuplespaceadditionally de-
couplesthe communicatiorin time sincetuplescanpersistin
thetuplespaceThus,sendemandreceverneednotbeactive at
thesametime.

Application
Dynamic
App. Data Interface
Coord. | Exchange| Mgt.

Figure2: SystemModel of Infrastructure

Many of thetradeofs betweemmessage-passingMI/RPC,
publish-subscribeandtuplespacearewell-known in the sys-
temsliterature. Our contrilbution consistsof evaluatingthese
mechanismselative to our problemdomain. The tuplespace
modelhasonly four primitive operationssoit is assimpleas
ary othertechniqueor aclientto support.Operationsuchas
blocking RPC canbe easilyimplementedbn top of it, but by
default, tuplespacesdlecouplesendersandreceversin time as
well asspacesothatentitiesrecoveringfrom afailure canre-
trieve communicationghatweretransmittedwhile they were
down, soit affords potentiallyrobustoperation.This property
is notpresentn publish-subscribgystemsthoughit is present
in somedistributedstatemanagemerdystemsuchasscalable
reliable multicast(SRM) [11]. Both tuplespaceand publish-
subscribemodelsnaturally supportmulticastcommunication
betweendisparategroupsover the samemedium, which is
moredifficult with messag@assingor RMI/RPC;but publish-
subscribanodelsaretypically “receiver driven” in thatevents
are usually not postedunlessthereare subscribersnterested
in receving them.Becauseve do not necessarilknow in ad-
vancewhetherareceverwill beinterestedn aparticularpost,
we opt for the tuplespacemodel for this reason,aswell as
becauseghe persistencef tuplescanbe boundedwith an ex-
pirationtime afterwhich they aregarbagecollectedif notcon-
sumed. This latter propertyalsoimprovesrobustnessinceit
eliminatesheresourcaeclamatiorissueassociatedavith hav-
ing norecevers.

Tuplespaceslo not scalewell sinceall publishersandsub-
scribersccommunicatéhroughthe samesharednmedium.How-
ever, asingleworkspacewill containperhapgensof usersand
hundredsof machinesor processesso this is not a concern.
Thereis also a potential performancepitfall sinceall com-
municationis indirect, but we are concernecdonly that end-
to-endlatenciesbe below the humandelay-perceptiothresh-
old. From theseobsenations,we concluded(and our expe-
riencehaslargely confirmed)thatthe tuplespacenodelworks
aswell asor betterthanothercommunicatioriechniquegiven
our problemdomain. Later we will argue,in light of our ex-
periencethatsomekind of logically centralizedmulticast-like



communications actuallyfundamentato this style of ubiqui-
touscomputing.

3.2 Data Exchange System

In aninteractive workspacepsers’dataneedgo be easilyac-
cessiblefrom ary applicationfor manipulationand display
However, the heterogeneityof the applications(and the de-
vicesthey run on) in this ernvironmentmakesit difficult for
entitiesto directly sharedatawith one anotherbecausehey

applianceor every service;but it shouldalsoallow creationof
custominterfaces,ideally supportingthe full spectrumfrom
automaticto handcrafted Finally, the IMS shouldallow gen-
erationof interfacesthat are portableacrossworkspacesbut
still adaptthemselesto the context of thelocal workspace.
Although recentwork in the industry andresearcHabora-
tories(e.g. Jini [2], Hodeset al. [20], UPNP[13], Romanet
al. [22]) hasaddressediserinterfacesin ubiquitouscomput-
ing ervironmentsthesesystemglo notadequatelyaddressll
theabove-mentionedjoals. Their architecturesio notdirectly

often do not understandhe samedataformats. In addition, facilitateportable,yet context-adaptableJls or infrastructure
the datasourcesn this ervironmentare also heterogeneous, supportfor Ul generation/adaptatioslso, theHodesandJini
rangingfrom traditionalfile senersto live, streamingdigital approacheslo not addresdJls for off-the-shelfbrowsers,the
cameras. UPNPapproachargetsonly webbrowserswhile [22] is GUI-
To successfullysupportdataexchangesamongthis variety  centric.
of applicationsanddatasourcesthedataexchangesystemhas  To meetall the above designgoals,we interposea new in-
to provide a high-level decouplingbetweenapplicationsand frastructurecomponentthe interface manager, betweenthe
betweerapplicationsinddatasourcesby providing bothtype- servicesandthe userappliances Servicesannounceheir de-
independencef data,andlocation-independenad data.That scriptionsto the interfacemanagemndappliancesequesin-
is, anapplicatiorwishingto retrieveinformationshouldnotbe terfacesfrom it. The interfacemanageiselectsa pre-defined
dependenbn eitherthe original data-typeof theinformation, interface,adaptsa genericinterface,or generates new inter-
or thekind of device theinformationis locatedon. faceautomaticallypbasecbntheservicedescriptionappliance,
To providetype-independencéhesystemmustbeprepared andthe context informationof thelocal workspace.
to automaticallytransformdatafrom its original formatinto The decouplingof servicesand appliancesmadepossible
a format known to the destinationapplication. Thoughdata by the InterfaceManagerallows usto corvenientlyhandleap-
transformations difficult to do perfectly thereareanumberof pliancecustomizationgontext adaptationandmigrationof Ul
methodshatachieve acceptableesults[21, 24]). Similarly,to  generationadaptatiorio theinfrastructure Thus,theinterface
provide location-independencéhe systemmustbe prepared manageenabledoosecouplingfor userinterfacesjust astu-

to provide somemediationmechanisnfrom the transferpro-
tocol presentedy the datasourceto thatrequiredby the ap-
plication.

By providing this type-independentand location-
independentiew of datastoredin aninteractive workspace,
the data exchange systemis removing the dependencies
applicationsonce had on one another—resultingin a high-
level decouplingalongtheseaxes,analagougo the low-level
decouplingtuplespaceprovide for control and coordination
communicatiorin our model.

3.3

The goal of the interfacemanagemensystem(IMS) is to en-
ableaccessingry servicefrom ary userappliance We would
of courselike to supportwidely-deployed Ul rendererssuch
asHTML andWML browsers,but the IMS shouldallow for
generatiorof interfacesfor any modality, including standard
GUI/WIMP interfaces,voice interfaces,and others. To keep
clientssimpleandminimize assumptionaboutthem,we pro-
vide infrastructureesourcegor Ul generatiorandadaptation.
Similarly, to make integrationand prototypingeasy the IMS
shouldprovidefor automatidnterfacegeneratiorio thedegree
possible,so that addinga new service(or a userappliance)
doesnotforcethedeveloperto createinterfacesfor every new

I nterface Management System

plespaceslo for inter-applicationcommunicatiorandthedata
exchangesystemdoesfor dataexchange.

3.4 Dynamic Application Coordination

In aninteractiveworkspaceit is notusuallyknown in advance
which softwarecomponentsvill becommunicatingMessage
passingand RPC generally require advance agreemente-
tweencommunicatingpartnerson argumentmarshallingand
datatypes,constrainingapplicationsto interactingwith other
applicationghat understandhe sameinterfacesthat they do.
In both casesit is possibleto createcustomapplicationsto
bridgetwo applicationghat usedifferentmessagéormatsor
interfacesbut this canbe cumbersomeandrequiresanunder
standingof the workings of both applicationsto know what
formats or interfacesthey use. Both the tuplespace-model
andpublish-subscribéhowever, sharethefollowing properties
which make themwell suitedto dynamicapplicationcoordi-
nation:

Self-describing events: Events or tuples (called events for
simplicity in the remainder)are self-describingand al-
waysgo througha sharedmedium.This makesit easyto
pick up eventsanddetermineheir function.
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Figure 3: This systemoverview shovs how IWork applica-
tionsinteractwith eachotherthroughour communicatiorin-
frastructure coordinationframework, dataexchangefacility,
andinterfacemanager

Anonymous communication: Sincethereis no needto ex-
plicitly rendezwousapplicationsaslong astwo applica-
tionsunderstandhe sameeventtypesthey will automat-
ically coordinatewith eachother This meansuserscan
bringuptheapplicationghey wantwherethey wantthem
andthingsshouldfunctioncorrectly

Interposability: Applicationsneedto be able to coordinate
with otherapplicationsthat useevent typesunknown at
thetime anapplicationwascreatedor adaptedor usein
the interactive workspace. Since eventsare public and
indirectly sentbetweerapplicationsanintermediarycan
translatean eventfrom a sourceinto oneor moreevents
of differenttypeswhichwill causethe appropriateaction
in arecever or recevers[3]. Notethis canbe donewith
messag@assingor RMI/RPC, asJini does,but requires
somemethodof ensuringapplicationswill connecto the
intermediary

Snooping: The tuplespacanodel allows one componentto
snoop on events being sent among other components
withoutimpinging on their behavior. Informationin that
eventcanthenbe usedto affectthelocal behaior of the
snoopingapplication.Thisis highly impracticalwith ary
client/sener schemesuchasRMI/RPC.

3.5 Modd Summary

Figure 3 presentsan overview of how the componentsn the
systemmodelinteract.Fromthedeveloperstandpointhey de-
veloptheir applicationasa setof oneor morestandaloneap-
plicationcomponentsGivencomponentgoordinatewith the
outsideworld by submittingtuplesinto thetuplespacaystem,
andqueryingfor tuplesthatmatchsomecapabilityof thecom-
ponent.Componentshatgeneratendconsumsesimilartuples
will thereforeautomaticallycoordinateamongthemseles,re-

Get Event:

Mul tibrowse

Type:
G oup: SideScreens|
Cont ent Type: WAP

Put Event:

Type: Ml tibrowse

G oup: SideScreens
URL: http://ww.org/
Cont ent Type: HTM.

Get Event:

Type: Ml tibrowse
Group: SideScreens

Figure 4: Basic Event Heap Interaction. Appl submitsa
'Multibrowse’ event instructing group 'SideScreensto dis-
play URL 'http://www.org/’, contenttype 'HTML’. App2 is
waiting for Multibrowse events addressedo SideScreens,
Group’SideScreens’but contenttype 'WAP’, soit doesnot
recevetheevent. App3,whichcandisplayall contentaddress-
ableby a URL, doesnot specifyavaluefor Contentpe,soit
will receive theeventanddisplaythe URL.

gardlessof wherethey arein the workspace. By using the
interface servicesystemto provide a setof capabilities,ap-
plication componentscan be controlledfrom ary device for

whichtheinterfacemanagemergystemis ableto createanin-

terface. Finally, by submittingandretrieving attribute named
datato the workspacewide datasystemapplicationcompo-
nentscanexchangeinformationwith ary othercomponenin

theworkspacdor which thereis a valid setof datatransform-
ersavailable.

4 Prototype System

In orderto validatethe systemmodelwe proposedn the pre-
vious section,we constructeda working prototypeand have
beenusingthevariouscomponentsn theiRoomfor almosta
yearanda half. This sectionpresentssomeimplementation
detailsfor the prototypesystem.

4.1 Event Heap: Communication Infrastruc-
ture

TheEventHeapis basedon TSpacesa Java baseduplespace
implementationfrom IBM [30], which is in turn basedon
Linda[17]. An exampleusages shavnin figure4.1.is given
below:

Our systemdiffersin a few key waysfrom a standardu-
plespacemodel. First, multiple identical querieswill yield
eventsin FIFO orderpereventsenderthoughthereis no or-



dering acrosssenders.Second,our matchingrulesrelax the
constrainton field orderandeventsize,allowing eventsto be
submittedwith extrafieldsunknavnto somereceverswithout
requiringthereceverapplicationgo berewritten; this enables
recever evolution. Third, eventshave a Time-To-Live field
andaregarbagecollectedafterthey expire; this solvesthere-
sourcemanagemenissueassociatedvith postingeventsthat
noreceveris interestedn.

Although TSpacesaisesa non-replicateccentralsener for
the actual tuplespacenedium, we provide somerobustness
by effecting a fast automaticrestartof the sener and auto-
matic reconnectfor all Event Heapclientsin caseof sener
failure. As we will explain, mary of the state-maintenance
designdecisionsin the DataHeapand ICrafter are synegis-
tic with makingthe EH restartablén this manney makingthe
iRoomasawholemodularlyrestartableg/12]. TheEventHeap
consistf a15KB JAR file, andwe alsoprovide interfacesin
C/C++via JNI, Python,anda Java servletinterfacethat con-
vertsproperly-formedfat URL's into eventpostsandqueries.
Thislatterability allowsthe creationof webpageghatmanip-
ulateary of therunningapplicationsn theiRoom.

4.2 Al. Data Movement Facility

The Data Heap, the datamovementfacility we built as part
of iROS, providestype-independerdandlocation-independent
storageof large and semi-permanentiatain an interactve
workspace.We usea datatransformatiorsystem[?] to pro-
vide type-independenceThis systemusesa setof dynami-
cally composablelatatransformergo corvert databetween
arbitraryformats.

Sincewe cannotassumethat all devices can accessdata
from ary oneparticulardatasourcedueto heterogeneitywe
separatehe indexing andqueryingof metadatdrom the stor
ageof the dataitself, allowing usto storedataon a variety of
existing datastores. Metadata-basethdexing and searching
of informationprovideslocation-independemamingof infor-
mationin iROS, similar to the Prestosystem[9]. The Data
Heapmediategprotocolmismatchedetweerapplicationsand
data sourcesby providing the capability to either dynami-
cally download a Java protocol handler or to have the Data
Heapcopy thedatato a supportediatasource(suchasa stan-
dardWebDAV sener). Togetherthis metadata-basemaming
andprotocolmediationprovideslocation-independenda the
DataHeap.

Metadatais stored and queriedusing a fast, in-memory
XML databas&ve developedcalledCMX (Context Memory).
Controlcommunicatior(storageandqueryingof metadata)s
handledover the EventHeap,while datacommunicatioruses
the native protocolsof the storageseners (we currently sup-
portWebDAV andHTTP).

Issueswe have not yet addressethcludeconsisteng guar
antee®f databeingaccessedn multiple devices,andthepos-
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Figure5: BasicDataHeaplnteraction
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Figure6: BasiclCrafterInteraction

sibility of reversetransformatiorio save dataeditedwhile in a
transformedormat.

4.3 A2: Interfaces M ovement Facility

ICrafter, our interfacemanagemerdrchitectureis compatible
with thelnterfaceManagemenBystem(IMS). Consistenwith
our overall designphilosophyandgoals,|Crafterarchitecture
is entirely basedon the tuplespacenodel of the EventHeap.
Comparedo similar previouswork [20, 2, 13, 30], this offers
the ability to snoopon andinterposebetweercallsto ICrafter
services.

Figure6 illustrateshow the ICrafterframewvork works. Ser
vices beacontheir descriptiongto the Event Heap(step1 in
figure 4.3). ServiceDescriptionsdescribethe services'pro-
grammaticinterfacesin an XML-based service description
language.Unlike [20, 13], our servicedescriptionsdo notin-
cludeURLs or physicaladdressesf the servicesor Uls, be-
causethis would requireremappingwhenever service/Ullo-
cationschange. Due to the cleanseparatiorof servicepro-
grammatidnterfacesrom userinterfacestheservicedescrip-
tions can be generatecautomaticallyfrom the code for ser



vice objectswrittenin Java (usingJavareflection).Thisavoids
the problemof maintainingconsisteng betweenthe descrip-
tionsandtheservicesastheservicesareupdated Requestsor

Uls from appliancegontainthe appliancedescriptionsyhich

list the Ul languagesupportedy the applianceandoptional
(nameyvalue)pairsdescribingotherattributessuchasphysical
dimensionsetc.

Whena requestfor aninterfacearrivesfrom an appliance
(step2), theinterfacemanagerchooses customUl generator
if oneis availablefor the serviceandapplianceplatform,or a
genericservice-independetitl generatootherwise. Thegen-
eratorscanaccesgshe CMX databasdor the local workspace
context information(suchasphysicallocations).Customgen-
eratorshave beenwritten for severaliRoom servicesin three
markuplanguagesHTML, VoiceXML, and SUIML (a Java
Swing Ul markuplanguagedevelopedby the HCI subgroup
of our project). Whena userperformsan actionon the user
interface(step3), the serviceis invoked by placingan event
into the EventHeap(step4).

4.4 A3: Dynamic Application Coordination

As describedn section2, userdirectedapplicationcoordina-
tion refersto the ability of applicationdevelopersto create
novel applicationsfrom collectionsof existing Event Heap-
enabledapplicationswith no programming. Four key prop-
ertiesof the Event Heap: self-describingevents,anorymous
communicationsnooping,andinterposabilityform the basis
for userdirectedapplicationcoordinationasexplainedin sec-
tion 3.4. Notethatsomeof thesepropertieqespecially self-
describingnatureof eventsand anorymous communication
model) are well-known in systemsdliterature. Our contribu-
tion herelies in identifying how thesepropertieshave proved
usefulin aprototypeubiquitouscomputing(specifically inter-
active workspaceservironmentand proposinghow generic
mechanismgan be built usingthemthat allow usersto cre-
atenovel applicationswith no programming By doing so,we
male a strongcasefor adoptinganunderlyingcommunication
infrastructurethat providesthesepropertiesn workspace-lile
ubiquitouscomputingervironments.

Currentlymostusercoordinationin iRoomis adhocandis
primarily doneusingtwo simplemechanisms:

e Delug mechanismsuilt into our infrastructurdet users
easilyinspectthe eventsusedby existing applications.

e A simplewebform allows usergo contructfat URLsthat
canbe embeddedn web pagesand causesubmissiorof
oneor morearbitraryeventswhenclicked.

Using thesemechanismsuserscan easily createweb pages
containinglinks which can activate and coordinatethe be-
haviour of several applications. For example,a link canbe

createdon a web pagewhich, whenclicked, cancauseview-
ersto be openedon mary displayssimultaneoushdisplaying
relatedviews. Which views areshavn andhow they arelaid
outacrosghedisplayscanbe controlledby the userusingthe
above mechanismsvith no programming.

As anotherexample, researcherin anothersubgroupde-
signeda wirelesshutton which canbe configuredwith a web
interfaceto submitadesiredevent. We wantedto usethewire-
lesshuttonto advancetheslidesin our SmartPaverPointappli-
cation(which will bedescribedater). This couldbe achiered
trivially (with no programming)by configuringthe buttonto
submitan eventthat causedhe "advanceSlide'methodto be
invokedon the SmartPaverPointservice.

5 Application Examples

5.1 Smart Presenter

To shavcasethecapabilitiesof theiRoomandour softwarein-
frastructurewe have designedandimplementedsmartPresen-
ter, a multi-display, multi-objectpresentatioprogramfor in-
teractive workspacesWhile traditionalpresentatioprograms
coordinatethe display of slidesacrosstime, SmartPresenter
coordinateghe display of information acrossboth time and
displaysurfaces.

For instancejn theiRoom,with threelargedisplayson one
wall, for somespecificpointin their presentationthe presen-
ter may configurethe systemto displayan outline of the talk
on theleft-mostdisplay the main contentslide on the middle
display anda detail of a datasebn theright-mostdisplay In
addition,audiencenembersnayfollow the presentatiorirom
a laptop, eithertrackingthe currentpresentatioror browsing
contentthat is currently not being displayed. Tracking the
currentpresentations doneby snoopingon the main control
eventsfor SmartPresenter

The coreof the SmartPresentapplicationis a smallcom-
ponentthat readsa presentatiorscript specifying what ac-
tions shouldbe taken at what point in the presentation.The
mostcommonactionis displayinga particulardataobjectona
nameddisplay(suchasslide#4 of a PoverPointpresentation,
or adigital photograph)In addition,the scriptmayalsospec-
ify programsto run on particulardisplays,or even command
lights to turn on andoff.

SmartPresentansesthe Event Heapto coordinatethe be-
havior of all of the display surfaces,the DataHeapto store
slide informationandtransformslidesfor display on various
devices (large screensPDAs, etc.), andis controlled using
ICraftergeneratednterfaces.SmartPresentediewersareim-
plementedas Event Heap-avare display services,wrapping
legagy viewer applications(suchas Microsoft Paverpointor
InternetExplorer).

Togethewvith thedecisionto reuseexisting softwarefor the



displayof data,ourinfrastructuregreatlysimplifiedthe devel-
opmentof the SmartPresenterThe Event Heaphandlesthe
communicationamongthe distributed componentsthe Data
Heapmanageshetransferof datato eachdisplayandthefor-
matting of datafor the variousdisplays,and ICrafter creates
simple,usableinterfacesfor variousdevices. All thatwasleft
to build wasthe applicationlogic for the SmartPresenter

5.2 CivilE Suite

An earlyadoptenf iRoomtechnologyhasbeenthe[ANONY-
MOUS] (CivilE), agroupof civil engineeringesearcheri-
vestigatinghow to betterautomatehe procesof planningand
managemenfor the constructionof large civil engineering
projects. Discussionswith CivilE inspiredthe scenariowith
which we openedthe paperand have resultedin the CivilE
applicationsuite,which demonstratelow a collectionof ap-
plicationcomponentsanbecreatedhatpermittheuserto de-
terminewhich componentarecoordinatingatary giventime.
CivilE designeda setof viewersfor their datathat could be
runonthevariousdisplaysin theroom:

e A constructiorsite mapthat allows the selectionof vari-
ousview pointsin the constructiorsite andthenemitsan
appropriateview changeevent.

e A “4D” viewerthatshowvs a 3D modelof projectedstate
of the constructionrsite for ary dateduring construction.
It respondgo view changesvents,objectandzoneselec-
tion events(e.qg.,building 3), anddisplaytime events.

¢ Anothermapviewer thathighlightszonesbasedon zone
selectionevents.

e An appletbasedweb viewer that displaystablesof con-
structionsite informationandemitszoneanddateselec-
tion eventsastableinformationis selectedandlistensfor
the sameeventsto selectinformationin thetable.

All of the applicationsusethe Event Heapfor their commu-
nication,andin factbeganlife asseparatenon-coupledap-
plications. Sincethey usecommoneventtypes,the various
component®f thesuiteretaintheir ability to coordinatevhile
still being ableto be broughtup on ary screenin the room.
Sincethe componentarelooselycoupled,if no eventsource
is running,or thereis noeventsink, it doesnotaffectary of the
applicationcomponentgurrentlyin use. Much of the CivilE
applicationwas essentiallyplain HTML using properly con-
structedatURL's; only thecustom4D viewer hadto becoded
specificallyto communicatevith the EventHeap.

5.3 Other Applications

The SmartPresentapplicationandthe CivilE Suitebetween
them give concreteexamplesof how actualapplicationsuse

thethreeApplicationDeveloperFacilities (A1-A3) introduced
in section2.1. Thereare mary other applicationsthat have
beenwritten usingtheinfrastructureandwe list afew of them
here:

I mage management system: Imagescan be placedinto a
workspacewide repository from laptops, permanent
iRoom machines,or directly from scanners.They can
be displayedanywherein theiRoom.

Room controller: Actually an ICrafter interface,it provides
ageometricview of theroom, the ability to move datato
ary displayin the room, andcontrol over lights, projec-
tors,androutinglaptopvideoto screens.

Radiology Visualization: Allows usersto view 2D slicesof
a 3D volumetric dataset. Viewersrun on independent
machines.

Storyboarding Application: Lets film storyboard artists
sketchpictures,scanthemat a scanningstation,manip-
ulate them using a image sorterapplicationon another
screenandmove themto AdobePremierefor creatinga
movie ontwo otheradjacendisplays.

Wireless buttons: We built somesimplewirelessbuttonsthat
communicatavith abasestationconnectedo acomputer
in theiRoom. In orderto connecthis wirelessbuttonin-
frastructureto iROS, we addedeventpostingcapabilities
to thesebuttons. This integrationwasachieved with less
than20 lines of codeandimmediatelyopenedup a hnum-
berof new functionalitiesfor the existing applicationdn
theiRoom. Thesebuttonsare now usedfor controlling
lightsandprojectorsandfor controllingapplicationsuch
asthe SmartPresenteatescribedn section5.1.

Although we have presentedheseas “applications”, since
the componentswere constructedusing our infrastructure,
they can flexibly interoperatewith one another For exam-
ple, the sameimage viewer is usedin the image manage-
mentsystem the radiology visualizationand the storyboard-
ing application—therarejust differentsourcesf therequest
for the viewer to displaythe information. This is important
sincewe imagineproviding userswith a setof tools (compo-
nentapplications)they canflexibly arrangeto createunique
applicationsonthefly.

6 Evaluation

Building ad hoc software to provide the functionalitieswe
have describeds not especiallychallengingin and of itself;
what makesit challengingare the additionalsystemgoalsof
high robustnessportability/reusability and extensibility. The
evidencewe presentn thissectionsuggestshatwe have made



encouragingrogressn meetingthesegoals.We alsoquantify
the performanceof key partsof iROS andidentify designor
implementatiorchangeshatwould improveit.

6.1 Robustness

iIROS wasdesignedandbuilt to avoid cascadindailures,and
to berobustto individual failures.We repeatediyemploy three
maintechniquego achieve this:

Loose Coupling: Since software entities communicate
throughthe Event Heapbut are otherwiseautonomous,
failuresdo not generallycascadeln the SmartPresenter
application, for example, the failure of one or more
displaysdoesnot affect the presentatiorof dataon other
displays. Applicationsthat attemptto do blocking RPC
over the Event Heap eventually time out if thereis no
response,with the stale events themseles eventually
being garbagecollected. This style of communication
encourageprogrammers$o think in termsof autonomous
message-passingntitiesratherthanin termsof clients
and seners whose statesare tightly coupled through
procedurecalls.

Announcel/listen rather than Register/Deregister: For ex-
ample,in ICrafter, notonly do we beacorserviceadwer-
tisementsratherthan requiring registrationand deregis-
tration, but we also make the beaconghemselescarry
the servicedescriptions. This solves two potential ro-
bustnesgroblems:first, if a servicedies unexpectedly
othercomponentsvill soonnoticeit hasstoppedeacon-
ing, sothereis no issueof resourceeclamatiorasthere
would beif aservicefailedto dereagistergracefully Sec-
ond, thereis no concernthat a storedpersistentversion
of a servicedescriptionmight becomeinconsistentith
whatthe servicecanactuallydo.

Modular Restartability: The above properties, combined
with automatic restart and reconnectionof the Event
Heap,allow iROS asa whole to gracefullysurvive tran-
sient failures of almostary subsetof its components,
andrecover from themwhenthe failed componentsare
restartedWe have foundthisto becritical in practicefor
keepingtheiRoomrunning;in steadystate,with no ap-
plicationsrunning and not countingbasicWindows and
Linux services,our iRoom is running about30 process
andnearly200threadsacross8 PC's.

6.2 Extensibility

Ourinfrastructuras designedo beextensiblein two ways,by
addingdevicesandby addingservices:

Devices. Therearethreeaspectof integratinga new device
into iROS:

1. The device andits applicationsmustbe ableto usethe
Event Heap. This can be done by writing applications
linked againstEvent Heap libraries in one of various
languagesby runningits applicationsa genericruntime
wrapperthat supportsthe Event Heap (as ICrafter does
for generatinggeneridnterfacedor Win32 applications),
or by browsingappropriately-constructéd/leb pagesand
formsonthedevice'sbrowser

2. Thedevicecanoptionallyaddary typetransformersec-
essaryto corvert from at leastonecommondatatype to
aformatunderstoody thedevice. For example theonly
iROS-visible API for displayinginformationon the Hi-
resMuralis atransformethatcorvertsary JPEGinto the

appropriateéOpenGLsequencefor renderingbitmaps.

. A device thatwantsto display humaninterfacescanop-
tionally add a custominterface generatorfor itself to
ICrafter It canalsousean existing genericone, such
astheHTML interfacegeneratar

Services: In order for a new serviceto become“|Crafter-

enabled” (remotely controllable through a dynamically-
generatedJl), the services Java class(or wrapper)mustbe
registeredwith ICrafter, or theservicemustbeof atypewhose
methodscan be automaticallyintrospectedby ICrafter (e.g.
usingreflection). Servicedescriptionscanthen be automati-
cally generatecand optionally handtunedfor higherquality.

Similarly, the userinterfacecan be handcraftedr a generic
userinterfacecanbe automaticallygeneratede.g.,HTML).

To date we have successfullyextendedheiRoomwith new,
unplanneddevices, suchasthe wirelessbutton describedn
section5.3. We have built a large numberof services from
simplelight controllerso morecomplicatedneta-applications
like the SmartPresenteand CivilE constructionmanagement
demo,with little new code. The ability to rapidly adda new
device or servicefor prototyping,and hand-tunehe integra-
tion later, hasbeena valuablepropertyfor aresearchestbed
in ubiquitouscomputing.

6.3 Portability

We have successfullfransferredROSto partnersitesthatare
usingit as"customers'ratherthanresearcherg,e. theirin-
terestis in deploying their own domain-specifi@applications
rather than contributing to ubiquitous computing generally
Researcherat the ANONYMOUS usethe iRoomto demon-
stratehow constructiomprojectteamscouldusea multi-device
and multi-display ervironmentto display and interact with
projectinformation. Their initial softwareconsistedf anum-
berof independentlataviewing applicationstheiRoomver-
sionof theirdemoallows eachviewertorunonits own display
andcoordinategheir actionsusingthe EventHeap. CivilE is



alsodeploying an"iRoomto go" usingmultiple laptopsanda
subsedf iROS.

We have also deployed a subsetof iROS to the ANONY-
MOUS (AAA). Their prototype interactive workspacein-
cludestwo Smartboardsand a laptop. Once we identified
which files wereneededwe wereableto copy andusethem
without modification(with the exceptionof someweb sener
configuratiorfiles). AAA now plansto startusertestingandto
setuptechnology-assisted-learnirgpplicationsand scenarios
thatusethis infrastructure.We have alsosuccessfullyun the
Java-basedEventHeapandrelatedsenerson Windows 2000
(in theiRoomthey run on Linux).

Though preliminary, our experienceto dateindicatesthat
we are on track to satisfyingour goal of portability of our
meta-operating-systernoth to differentiRoom installations
andacrosdraditionaloperatingsystemplatforms.

6.4 Relevant Measured Performance

In this subsectionwe reportthe performancebsenationsfor
our system. Note that sinceour prototypeimplementationis
primarily aninitial proof-of-conceptmplementationye have
not yet worked on performanceoptimizations. Our primary
goal wasto build a systemthat was fastenoughfor human
perceptiorranges.

As mentionedearlier theEventHeapis notintendedor low
lateng fine-grainedGUI-lik e events(we have anothersystem
for this purpose). Instead,it is primarily intendedfor high-
level controlevents.

We measuredhescalingperformancef the EventHeapby
observingthe lateny of the EventHeapundervaryingloads.
Theloadonthe EventHeapwascontrolledby runninganum-
ber of client processe®n a clusterthat accessedhe Event
Heapin variousways (the clients performedsubmissionye-
trieval andremoval of events). The TSpacesenerwasrunon
a4-cpulinux sener, andconfiguredto use256MB of physical
memory With no load on the TSpacesener, we measurec
latengy of 30ms. However, asthe load increasedye noticed
a wide variationin the latengy dependingon several factors
suchasthedurationfor which the TSpacesenerwasrunning,
the numberof tuplesin the sener, configurationsettingsfor
the TSpacesener, etc. For example,with 200clients,lateng/
variedfrom 100msto 2 seconds.

Tspacesis a feature-richresearchproduct. (It provides
transactiorsupportand also much more powerful queryfea-
tures than those used by the Event Heap.) We believe
that a ground-upimplementationof the Event Heap (or re-
implementingit on a simpler and more maturecommercial
blackboardsystem)would resultin muchbetterperformance.
Currently becausé¢he iRoomrarely hasmorethan10-20ac-
tive EventHeapclientssimultaneouslywe have foundtheper
formanceto beacceptable.

We had similar experienceswith the Data Heap System.

While our performancenumbersvariedsignificantlybasedon
theformatandsizeof thedata,CMX performedsatishctorily
for afew thousandentriesatatime.

To evaluate the performanceof ICrafter, we measured
the end-to-endinterface generationtime for a typical web
interface. Ignoring the browser renderingtime, The time
taken for this canbe brokendown into HTTP lateng, Event
Heaplateng, and the actualinterfacegenerationtime. The
obsenedperformanceavasasfollows:

Total time: 555ms
HTTPlatency:44ms

EH latency: 70ms
Interfacegenemtion: 441ms

Interfacegeneratiortime is fairly high becausehe critical
pathincludesseveraltransitionsbetweenjava and pythonin-
terpreters.Thus,the performances heavily dependenon the
pythoninterpreterandthe overheadof the transitions. While
betterperformancas definitely desirable we have found the
currentnumbergo beacceptable.

However, our mostinterestingresultscameaboutfrom our
studyof the applicationswritten for theiRoom. Our obsena-
tionsprovedthatiROSenabledapplicationdeveloperdo write
iRoom awareapplicationsusingvery few lines of extra code.
Table1 lists our obsenations. In mostcasesthe amountof
new coderequiredto “enable” a componento usethe Event
Heap,DataHeapor ICrafterwason the orderof tensof lines
or afew hundredstatementsMost applicationsequiredzero
codeto becomeCrafterenabledsincetheirinterfacescanbe
generatedompletelyautomatically Thework-to-benefitatio
of enablingnew applicationshasbeenuniformly very favor-
able.

6.5 Summary

We designedROS to be both a usefultestbedfor ubiquitous
computingresearchandthe basisof “production” ubiquitous
computingenvironments.Theability to quickly deploy andin-
tegratenew devicesandserviceswithout having to hand-tune
interfacesuntil later hasbeenvery valuablein evolving the
iRoom. Similarly, the defensve loosely-coupleddesignre-
lievesusof having to worry thatintroductionof anew (buggy)
device or servicewill destabilizethe ervironment. The cost
of this designis the dependencen a centralizedcommunica-
tion medium(the EventHeap)andthe potentialperformance
pitfalls associatedvith it, but we areconfidentthatrelative to
our naive implementation this hurdle can be overcomeand
the benefitsof the simplicity and robustnessof the resulting
programmingmodelreadilyreaped.
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| Application | TotalLines No.of’;” | EventHeapcode DataHeapcode ICraftercode |
SmartPresenter 993 341 40 10 0
Button 300 232 8 n/a 0
Butler 298 107 10 n/a 7
Light Controller 113 41 0 n/a 0
ProjectorController 450 148 25 n/a 25

Tablel: Codeanalysisof applicationswritten usingiROS

7 Discussion and Synthesis

We believe threeaspectof our designarefundamentato this
style of ubiquitouscomputingindependentf iROS:

1. Data and interface movementabstractionswith infras-
tructuresupport;

2. Groupcommunicatiorusinga centralizednfrastructural
implementation(as opposedto, e.g., multicastand dis-
tributedstate);

3. Loosecouplingastheonly practicalway to achieve both
robustnesandextensibility.

We considereachin detail.

7.1 Data and Interface Movement Are Funda-
mental Abstractions

Datamovementandinterfacemovementabstractiongrefun-
damentalbecausehey spanthe axes of extensibility. Data
movementllowstheintegrationof new applicationsjnterface
movementallows the integration of new devices. Although
analogougechniquedor moving dataandinterfacesexist in
single-nodéDS’sandtoolkits, applyingtheideasto ubiquitous
computingrequiresgeneralizinghemin importantways.
Traditional GUI OS’s and toolkits such as Win32 and
X11 [25] have long relied on a “clipboard” metaphorto en-
able datacommunicationbetweenapplicationsnot designed
to interoperate.Typically, a dataproducermustpostdatain
multiple formats: its native format, plus one or two “canon-
ical” formatsguaranteedo be understoodby other applica-
tions. For example,a spreadsheanight postboth a spread-
sheetobjectand ASCII text. This approachworks well on
single-nodeDS’s sinceapplicationswrittento thatOShave al-
readyevolved a setof datatypecorventions. The DataHeap
generalizesheclipboardconcepin two importantways. First,
the transformationfacilities are automaticand extensible: it
automaticallycomputesmulti-step transformationsf neces-
sary freeingthe dataproducerfrom anticipatingthe possible
needsof consumers.This is importantbecauseof the much
greaterdegreeof heterogeneityn a ubiquitouscomputingen-
vironment: the consumerof the datamight be a quite alien

applicationon a very different platform. Second,we move
both the storageandthe transformatiorlogic into the infras-
tructure, ratherthan making them part of ary client, which
senesto keeptheclientsimple.

A similar agumentcanbe madefor ICrafter Applications
written for a particular GUI may be codedto keepthe Ul
separatdrom the applicationlogic, but the Ul itself is usu-
ally expressediirectly in the facilities provided by thetoolkit
(e.g. buttonsandwindows in Win32), or at bestin a slightly
moreabstractanguagehatcanbe mappedo avariety of im-
plementationsasis the casein Geovorks and morerecently
XSL/XSLT. ICrafter generalizeshis approactby moving in-
terface generationand servicediscovery into the infrastruc-
ture,freeingtheclientfrom every aspecbf remotecontrolex-
ceptrequestingandinstantiatingtheinterface.

7.2 Centralized Group Communication En-
ablesIncremental Integration

We have hadsomesuccessvith scenarioof “incrementalin-
tegration”: givenan ensembleof n existing softwarecompo-
nentsthat alreadywork together add a new componenthat
caneithercontrolor influencethe behaior of theensembleor
reactto behaviors of otherensemblanembersBoth capabili-
tiesrequiresomeform of multicast-like communication—the
formerto addresgontrolmessageto ensemblanembersthe
latterto “snoop” messageamongensembleanembersanduse
themas external stimuli. We could have useda distributed-
statesolution such as ScalableReliable Multicast [11], but
puttingacentralizeduplespacén theinfrastructureofferstwo
importantadvantages. First, it provides a degree of failure
toleranceandflexibility: sinceeventscan persistafter being
posted,t decouplecommunicatiorin time andallows a nen
ensemblememberto rapidly “catch up”. Second,it keeps
clientssimple: only thetrivial EventHeaplogic, andnot dis-
tributedstatemanagementeedto beincorporatednto client-
sidelibraries. Thisis animportantbenefitgiventhe collection
of diverseplatformswe wish to support. Further our prob-
lem size(hundredsf devices)doesnotrequirethe scalability
benefitsof schemesuchasSRM.

As currentlyimplementedthe EventHeapis a singlepoint
of failure. We note,though thatthereis nothingpreventingus
from adoptinga morerobustimplementation—irfact, it was
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recommende7] thatwe try acommercialdatabasewhose
performancendcapacityaremorethanadequatgivenourla-
teng requirementandproblemsize. Furthermorethe Event
Heapis automaticallyreconnectedfteratransienfailure,and
we do not rely on eventpersistencexceptasan optimization
(e.g. to pick up serviceadwertisementswithout waiting for
all serviceso beacoragain). In practice,we have found that
living with the communicationsubstrateas a single point of
failure hasnot beena problem,evenwith theiRoomin daily
continuoususeandwith componenfailuresoccurringa few
timesperday.

7.3 Loose Coupling Connects Sophisticated
Building Blocks

Thatloosely-couplednessag@assingoreseresexisting fault
isolationboundariess particularlyimportantin adynamicen-
vironmentsuchasan interactive workspace:we canquickly

experimentwith new devices and software without concern
thatwe will destabilizehe environment.We believe thecom-
bination of robustnesandinteroperabilitywe have beenable
to realizewould nothave beenpracticalany otherway:. In fact,
the predecessaio iROS hadtheseproblems:it wasfast, but

not extensible(addingnew devices or serviceswas ad hoc)
and not robust (the componentghemseleswere buggy, and
the systemwasnot resilientto componenfailures,frequently
wedgingor requiringmanualintervention). We cannotprove

thatloosecouplinghasmadetheonly difference put givenour

experiencewith iROS,we arecertainlywilling to paytheper

formancecostof indirect communicationn exchangefor the
otherbenefits.

Loose coupling has also allowed us to build sophisti-
catedbehaiors by startingwith extremely simple but pow-
erful existing mechanismsleveragingthe full power of each
node’s OS and applications. For example,we useURL's as
global nameswithin a singlework sessionwe leverageWeb
browsers’ability to dispatchcontentto the correctviewerson
their respectie platforms;we useHTML andJava Swing as
simple Ul prototypingervironmentsand WebDAV asa sim-
ple networked storagemechanisnwith / t mp semanticsand
we rely directly on PDA transformatiorproxies[14] to make
thesefeaturesavailable directly on handheldswith no addi-
tional programming. Suchmechanismsare well-understood,
enjoy widespreadsupportin new andexisting devices,andare
easyto implementwhen unsupported.The “raw” resultsof
usingthesemechanismsvithout new customcodeareusually
not the mostelegantthat canbe achieved, but for eachof the
above examplemechanismsye provide a correspondingvay
to handcrafta solutionat any desiredlevel of detailthat suc-
cessfullyinteroperatewith automatically-generatesblutions.
We have alreadyexpendedmnucheffort in systemintegration;
asthenumberof componentso connec{andkeeprunning)in-
creasesit hasbeenusefulto leveragetheseefforts by simply

pluggingin new devicesand softwarethat usetried-and-true
interfaces |t is difficult to capturetheeasewith whichwe have

beenableto confidentlyandrapidly integratenew devicesand

servicednto thealways-&olving iRoom.

8 FutureWork

Application coordination. The userdirectedapplicationco-
ordinationaspecbf ourinfrastructurds theleastmature.Cur-
rently we lack aformal modelfor describingapplicationcoor
dination,andthereis no notion of what constitutes'correct”
behaior for therestof theapplicationif onecomponenfails.
(We have focusedon protectingthe restof the systemfrom
faultsratherthanmonitoringthe correctnessf individual ap-
plications.)We beganinvestigatinga moreformal andsystem-
atic approacho dynamiccontrolflow basedon statemachine
representationf3], but have not hadthe resourcego pursue
this avenueof researcHurther.

Scalability. Sofar, we have only focusedon developingin-
frastructuresoftwareto enablea single-roominstallation. The
fundamentalimits on scalabilityimposedby the physicalsize
of a single meetingroom (numberof occupantsnumberof
physicaldevices,etc.) have allowedusto tradewide-areascal-
ability for simplicity, robustnessandeaseof programmingn
the designof the software infrastructure. We are beginning
to investigatehow collaborationmight occuracrossmultiple
interactive workspaceswe anticipatehaving to createsepa-
ratemechanism$o propagateelevanteventsbetweerdistinct
EventHeapsin eachinteractve workspace As with our orig-
inal approachwe would like to obsene how peoplewish to
collaborateacrossinteractive workspacedefore identifying
whattheright abstractiongre. We expectto have this oppor
tunity asthe two new workspacesomeonline at our partner
sites.

Security. This is anunaddresseg@roblem,in partbecause
we lack a socialmodelto indicatewhat securitymechanisms
would be appropriatein collaboratve settings: when a user
movesinformationfrom a personaldevice to a large screen,
it becomesublicly readablewhen a userhasthe ability to
controlpublic infrastructureremotelyfrom a personalevice,
thereis a tradeof betweenusercorvenienceand authentica-
tion (asis typical in securitysystems).To complicatematters,
ourlegag/-OShuilding blocks,suchasUnix andWindows, as-
sume(differing) single-usesat-a-timemodelsfor controlling
the consoledisplayandallocatingprivileges. The currentsit-
uationis crude: the roomiis firewalled from the outsideand
reasonablyphysically secure but onceinside the roomthere
is no otherauthenticatioror accesontrol (exceptasrequired
by specificapplicationse.qg.if aniRoomuserattemptgo open
files from a remotefilesener). A fictitious userwith minimal
privilegesis permanentijoggedin at all the machinesthat
controlpublicinfrastructure.
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9 Related Work

Previous systemdave addresseéhdividual mechanismsuch
aslow-level communicatiormechanismsgiscovery (Jini [2]
and UPNP [13]), naming (INS [1]), and adaptation( [23].
Ourfocushasbeenonthe combinatiorof thefacilitiesneeded
by the applicationdeveloper Consequentlywe only evaluate
here other systemsthat attemptto comprehensiely address
the software infrastructurerequiredfor specific workspace-
like ubiquitouscomputingervironments. Pastwork that is
relevantto only oneof the communicatiorinfrastructuredata
managemengr userinterfacemanagemergubsystembasal-
readybeenaddresseth sections3 and4.

Most otherworkspace-lilke projects(in otherliteraturealso
calledsmartrooms,intelligentrooms,etc.) have not specifi-
cally focused,aswe have, on building an operatingerviron-
mentpossessedf all four qualities:reusablerobust,portable
and extensible. The Intelligent Room at the MIT Al Labo-
ratory [6] and Microsoft ResearchEasyLving [5] bothusea
combinationof sophisticategensoifusionandAl techniques
to enableheervironmentto deduceheusersneedsrom con-
textual andothercues.Adding new functionalityto EasyLiv-
ing is currentlyad hoc. “Smartnessfivasnotoneof our goals:
we focusedinsteadon providing the infrastructurefor appli-
cationprogrammergo simplify writing applicationswith the
behaiorsthey desire.

Ourobsenationsof userbehaior aresimilar to thosemade
by i-LAND [28]. Thismatureproject,whosephysicalspaces
very similarto our own, hasidentifieddesigngoalscloselyre-
latedto userdirectedapplicationcoordinationandmovement
of information. The primary differencebetween-LAND and
the iRoom is the approachto software infrastructure: they
have written tightly-coupled custom applicationsbasedon
a SmallTalk-specificCSCW framework called COAST [26],
whereasvefocusonlooselycoupledgenerieomechanismghat
enableintegrationof legag/COTS hardwareandsoftware. In
addition,they provide no explicit supportfor automatictrans-
formationduring datamovement,interfaceadaptationpr ap-
plication coordinationwith no programmingall of which we
believe shouldbefirst classgoalsfor arny systeminfrastructure
for aninteractive workspace.

The Portolanoproject at the University of Washingtonis
exploring somesimilar issuesas iROS. Their currentwork
on aninstrumentedndenhancedbiology lab workbench10]
is similar in spirit to our iRoom. Their currentefforts focus
moreon the facilities a lower-level programmingmodelsuch
asOne.world [19] shouldprovide.

Finally, we have stolen from well-known previous work
the principlesof loosecouplingfor robustnesssoft state,and
announce/listeprotocols[8, 16]; the casefor infrastructure-
centricapproactio adaptingo clientandnetwork heterogene-
ity [15]; andthe casefor a“systemsof systems’approach18]
in whichwe connectegagy building blocksconsistingof com-

pletesystemswith OS’s andapplications.

10 Conclusions

We have focusedon one type of ubiquitouscomputing,the
interactve workspace. We have identified what we believe
to be fundamentalhigherlevel abstractiondor room-based
ubiquitouscomputing:moving dataaround moving interfaces
around,andcoordinatingthe behaior of monolithic applica-
tions. Theseabstractionsare fundamentabecausehey span
the spaceof extensibility: datamovementallows the integra-
tion of new applications userinterfacemovementallows the
integration of new devices. We have discussecdur experi-
encewith iROS, a deployed meta-operating-systeembody-
ing theseideas,andour experiencecreatingnew applications
andretrofittinglegacgy applicationgo work with iROS.

In the interestof keepingclients robust, we rely on in-
direct communicatiorthrougha tuplespacewhich preseres
faultisolationboundariesin theinterestof keepingthemsim-
ple, our abstractionsare implementedas infrastructuresoft-
ware,with which otherentitiescommunicataisingsimpleand
platform-neutralnetwork protocols. The combinationof ro-
bustnessextensibility, andeaseof programmingve have been
able to achieve would not have beenpractical without this
loosecoupling, and the usersdeplgying our systemin addi-
tional interactive workspacesre sofar validatingour experi-
ence.

Despitesoftware and hardware advancesandfalling costs,
ubiquitouscomputinghasbeenhamperedy thelack of auni-
form setof appropriatehigherlevel abstractionghatalsore-
sultin arobustsystem We offer ourlessonavith iROSandthe
softwareartifactitself with the hopethatit will beafirst step
in acceleratingrogressn ubiquitouscomputingresearch.
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