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ABSTRACT
This paper presents the design, implementation, and evalu-
ation of Ditto, a system that opportunistically caches over-
heard data to improve subsequent transfer throughput in
wireless mesh networks. While mesh networks have been
proposed as a way to provide cheap, easily deployable Inter-
net access, they must maintain high transfer throughput to
be able to compete with other last-mile technologies. Un-
fortunately, doing so is difficult because multi-hop wireless
transmissions interfere with each other, reducing the avail-
able capacity on the network. This problem is particularly
severe in common gateway-based scenarios in which nearly
all transmissions go through one or a few gateways from the
mesh network to the Internet.

Ditto exploits on-path as well as opportunistic caching
based on overhearing to improve the throughput of data
transfers and to reduce load on the gateways. It uses content-
based naming to provide application independent caching
at the granularity of small chunks, a feature that is key
to being able to cache partially overheard data transfers.
Our evaluation of Ditto shows that it can achieve significant
performance gains for cached data, increasing throughput by
up to 7x over simpler on-path caching schemes, and by up
to an order of magnitude over no caching.

Categories and Subject Descriptors
C.2.1 [Computer-Communication Networks]: Network
Architecture and Design—Wireless communication; C.2.6
[Computer-Communication Networks]: Internetwork-
ing

General Terms
Design, Performance, Experimentation
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Multi-hop Wireless Networks, Mesh Networks, Opportunistic
Caching, Performance, Throughput
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1. INTRODUCTION
Wireless mesh networks are an appealing way to provide

Internet access because of their potential low cost and easy
deployment. A key challenge in mesh networks is maintaining
high transfer throughput. Unfortunately, doing so is difficult
because these networks inherently suffer from interference
due to the broadcast nature of the wireless medium. This
interference manifests itself in several ways: First, increasing
the number of hops from source to destination decreases
the path throughput because subsequent hops interfere with
each other. Second, the probability of loss increases with the
number of hops, which can drastically reduce TCP through-
put. Third, a common communication pattern in a mesh
network exacerbates the situation: Every mesh router ob-
tains Internet access by communicating with a gateway node.
Congestion thus increases near the gateway as the medium
around the gateway becomes a hot-spot.

This paper presents Ditto1, a system that improves transfer
performance in mesh networks by opportunistically caching
data both at nodes on the path of a transfer and at nodes
that overhear the data transfer. This caching is exploited
through Ditto-enabled mesh routers, which act as proxies
for data requests from clients, satisfying requests from cache
when possible and otherwise passing those requests on to the
next hop.

Ditto targets traditional applications for content caching
(popular Web content, large software and operating system
updates, and large data downloads such as those on peer-to-
peer networks. etc.) as well as emerging applications such
as high-bandwidth video downloads. In this regard, Ditto is
similar to much prior work in caching and content delivery,
and its target applications and expected cache hit rates are
largely the same. Because it operates on lossy lower band-
width wireless links, however, Ditto’s potential performance
benefits are much higher. As we show in Section 6, Ditto
can improve throughput by up to an order of magnitude.

Ditto leverages content-based naming for opportunistic
caching: data objects or parts of data objects are identified
by their hash value. This naming mechanism allows Ditto to
provide application independent caching at the granularity
of chunks. Because chunks are typically small (8 – 32 KB),
nodes are more likely to overhear a complete chunk compared
to a whole file. This makes caching based on overhearing
effective in a multi-hop wireless setting where losses would
prevent overhearing complete files. Ditto furthermore uses
multiple transmissions at different hops to create more op-

1The comic strip Hi and Lois features two twins, Dot and
Ditto, from which our system’s name is copied.



Figure 1: Impact of multi-hop transfers in a mesh
network.

portunities for an overhearing node to reconstruct a chunk.
To do so, Ditto uses inter-stream TCP reassembly at an over-
hearing node to construct a chunk that is being transmitted
in multiple TCP streams.

We evaluate the effectiveness of Ditto by conducting exper-
iments on two separate wireless network testbeds: MAP [1], a
28 node indoor/outdoor campus-wide wireless mesh testbed
and Emulab’s indoor 802.11b testbed. We conduct two sets
of experiments: 1) analyzing chunk reconstruction efficiency
by making each node in the testbed download a file from the
gateway and measuring the proportion of chunks that were
successfully reconstructed at every other node; and 2) mea-
suring the throughput gain that is achieved by opportunistic
caching in Ditto compared to i) no caching and ii) on-path
caching by proxies.

Our results show that reconstructing chunks based on over-
hearing is feasible. Nodes are able to successfully reconstruct
chunks of the order of 32KBs in size, although reconstruction
efficiency goes down as the chunk size is increased. More
specifically, our results show that 25% of the observers in
the campus testbed and 50% in Emulab could reconstruct
more than 50% of the total chunks transferred. This high
reconstruction efficiency also results in significantly improved
throughput: Ditto’s opportunistic caching increased through-
put by up to an order of magnitude compared to the no-
caching scenario and 7× compared to on-path caching.

In the next two sections, we discuss the key challenges
and opportunities that Ditto faces in the wireless environ-
ment (Section 2) and how it overcomes these challenges and
exploits the available opportunities (Section 3). We then
explain Ditto’s design (Section 4) and implementation (Sec-
tion 5). We present the evaluation of Ditto with respect to
reconstruction effectiveness and throughput efficiency (Sec-
tion 6). Section 7 summarizes the work most closely related
to Ditto.

2. CHALLENGES AND OPPORTUNITIES
FOR MESH DATA TRANSFERS

We begin by illustrating the challenge presented by increas-
ing hop lengths in a wireless mesh network. Towards this end,
we measured the impact of hop length on transfer throughput

using a 28 node campus testbed.2 In these measurements,
each node initiated a TCP transfer to every other node using
netperf. The transfers were conducted one-at-a-time with a
five-second idle interval between sessions to avoid interfer-
ence. The results below show only measurements from the
654 working paths.

Figure 1 shows the CDF of the TCP throughput obtained
over all 1, 2, 3 and 4 hop paths in the network. The TCP
throughput falls rapidly as the hop count grows. UDP trans-
fers exhibit a similar drop, though their absolute throughput
was higher than that of TCP. Our results agree with those
observed in other testbeds (e.g., Roofnet [3]). Compounding
the problem, one common access pattern in a mesh network
consists of many mesh routers communicating with a few
gateways to obtain Internet access. This creates hot-spots
in the network and the resulting congestion further reduces
transfer throughput.

Despite the challenges identified above, there are several
opportunities that might be exploited to improve throughput
in a mesh network. These opportunities include i) locality and
similarity in the workload transferred over a mesh network,
and ii) the opportunity to overhear and cache data transferred
between other nodes, and possibly using it to improve the
performance of a subsequent transfer.

Locality in a workload implies that multiple clients request
the same data object over time or that multiple clients from
different parts of the network request the same object at the
same time. Workload locality is common on the Internet [5].
Because many mesh networks are used to provide Internet
access (e.g., Meraki [16]), we believe that this locality will
also be present in mesh networks. The recent “MeshCache”
project [8] provides evidence of locality in Internet access
workloads for client population typically found in a mesh
network. Popular transfers such as software updates also
create significant opportunities to exploit locality.

Similarity exists between parts of different data objects.
This observation applies across general IP packets on network
links [21], within email messages [9, 23], remote filesystem
use [19, 24], software [7], Web pages [11, 18], and media
files [20]. A transfer system that can opportunistically exploit
data similarity at a granularity finer than that of an entire
object has even more opportunities to exploit locality in
access patterns in order to improve transfer performance.

3. DITTO OVERVIEW
Ditto improves throughput in mesh networks by using the

broadcast nature of the wireless medium to exploit content
similarity and access locality. Ditto does so using application
independent caching at nodes on the path of a data transfer
as well as at nodes overhearing the data transfer. While
earlier efforts have looked at on-path caching to improve
throughput in mesh networks [8], Ditto’s novelty comes from
the synergistic combination of caching using content-based
chunk naming and caching overheard data. Ditto’s caching
can reduce the load on the gateway and decrease the average
hop length of data transfers. Ditto’s use of content-based
naming allows it to aggressively use multiple opportunities
of overhearing a given data transfer provided by data trans-
missions that span multiple hops and by retransmissions,
turning sources of performance degradation into additional
caching opportunities.

2details in Section 6.1



Figure 2: Example illustrating Ditto’s effectiveness.

3.1 An Example Scenario using Ditto
We illustrate how Ditto can exploit locality and similarity

to improve transfer performance using an example. The
details of these mechanisms are presented in the following
sections.

Consider the wireless mesh network shown in Figure 2.
Alice requests a video object of the documentary “Planet
Earth” in English using a p2p file sharing application. The
request results in a cache miss in the network and is obtained
via the gateway and returned to Alice. During this trans-
fer, Ditto caches the video at router 1 (Alice’s access mesh
router), at routers 2 and 5 (which form the multi-hop path
to the gateway) and at the gateway router GW 1. Ditto also
overhears and caches part of the video at routers 3 and 4,
which are in radio range of routers 2 and 5 respectively.

If Carol subsequently requests the same video file, her
request can be satisfied by router 3, which overheard the
transfer via router 2 to Alice earlier, instead of traveling three
hops to the gateway node. Similarly, Bob and Dylan benefit
from on-path caching at routers 1 and 2 if they request the
same video.

Because Ditto uses application independent caching at
the granularity of chunks, it can benefit a) transfers that
are made by different applications: e.g. Bob might view
“Planet Earth” through a web-app rather than using p2p
software, and b) transfers that contain similarity between
objects requested: e.g. Dylan views a trailer for the same
documentary, possibly in a different language. In both cases,
as the contents of the data being requested are either the
same or similar to the data that Alice requested earlier, Ditto
can improve transfers by identifying chunks in the requests
that might have been cached at routers, thereby avoiding
going all the way to the gateway for the entire data.

4. DITTO DESIGN
The core of Ditto’s design is its mechanisms for proxying,

caching, and overhearing data transferred through the mesh
network. This design encompasses three key points: (1) The
mechanism that nodes use to perform file transfers; (2) The
way Ditto proxies service requests for data; and (3) The
mechanisms that Ditto nodes use to cache overheard data.
In our design of Ditto, we consider a multi-hop mesh network
in which all nodes are Ditto-enabled. We assume that the

sender and receivers use the same transfer mechanisms that
Ditto does, or that they are suitably equipped with proxies
that translate existing protocols (e.g., HTTP) into Ditto’s
protocol.

4.1 Ditto Data Transfers
In order to cache data at a fine granularity, Ditto uses ex-

isting content-based naming techniques for its data transfers.
(As we explain further in Section 5, we use Data-Oriented
Transfer, or DOT, for this purpose [23].) From our perspec-
tive, the pertinent features of content-based naming are:

1. Chunk-based transfers: Objects are split into smaller
(2-64KB) chunks, and each chunk is transferred inde-
pendently. A common technique is to define chunk
boundaries using Rabin fingerprinting, a technique pio-
neered in the LBFS filesystem to increase the chances
of finding identical chunks in similar files [19]. Before
the actual transfer begins, the receiver typically obtains
a list of chunks that make up the object it desires, and
then requests each chunk in order.

2. Hash-based chunk naming: Chunks are named in
a self-verifying manner by their content hash. As a
result, a receiver can verify that it received the correct
data for a chunk.

Each of these properties is important to Ditto’s effective-
ness. First, content-based naming allows Ditto proxies to
be application independent, though those applications must
be modified or proxied to work with Ditto’s chosen transfer
service.

Second, chunk-based transfers permit Ditto to operate at
a much finer granularity than whole-object caching systems
do. This property is critical in the lossy wireless environ-
ment: the chance of correctly overhearing the entire file
decreases exponentially with the size of the file. While the
direct receiver of the transfer benefits from both link-level
and transport-level retransmissions to recover from losses, an
overhearing node does not have the same luxury as its losses
may not be correlated with losses at the direct receiver. It
therefore is vanishingly unlikely that the overhearing node
would properly reconstruct an entire large file. (This shrink-
ing probability is also relevant to the choice of chunk size, a
choice we evaluate in more detail in Section 6.)

Finally, Ditto leverages the self-verifying nature of content-
based naming to ensure that its data transfers are correct
even if it overhears a corrupted packet.

4.2 Ditto Proxies
Ditto transfers chunks using per-hop proxying. This mech-

anism is much like hierarchical web caching: Each Ditto
proxy serves the data to its previous hop, either from its
cache or by requesting it from its next-hop Ditto proxy. Each
proxy caches all chunks that it transfers during this process.
As we discuss in more detail below, the sniffer module also
adds overheard chunks to the proxy’s cache. Figure 3 outlines
the Ditto proxy structure.

Locating data: One important design decision for the proxy
architecture was how to locate data. Several nodes in the
mesh might have cached a particular chunk. When a proxy
needs to locate a chunk, from which other proxy should
it request the data? We chose to design Ditto with the
simple and robust choice of always requesting data from



Figure 3: Ditto proxy design.

the next-hop proxy (the one through which traffic would
go to reach the gateway). As a result, requests can never
move “backwards” away from the ultimate source of the
data. In effect, this choice turns Ditto’s dissemination into a
tree, rooted at the gateway, potentially sacrificing rare uphill
caching opportunities for robustness and simplicity. Ditto
obtains the identity of the next-hop by periodically querying
the operating system for the next-hop route.

Per-hop TCP connections: A consequence of Ditto’s
per-hop proxying is that data is transferred over a series
of different TCP connections, one per hop. As we discuss
below, this makes the design of the Sniffer module more
complicated. The module must be able to reassemble chunks
where it hears part of the chunk on one TCP stream, and
part of the chunk on a different TCP stream.

4.3 The Sniffer Module
The Ditto sniffer module constructs chunks from overheard

data transmissions. It passes these reconstructed chunks
to the proxy for caching. The sniffer must address three
challenges: First, it must re-assemble overheard TCP streams.
Second, it must identify data chunks within those streams.
Finally, as noted above, it must be able to re-assemble chunks
that were heard partly from one TCP stream and partly from
another, a process we term inter-stream reassembly.

Stream and Chunk Reconstruction: The sniffer module
reassembles TCP streams using standard techniques: it iden-
tifies each flow using the (src, dst, src port, dst port)
tuple, and reassembles the flow based on its TCP sequence
numbers. The streams, of course, are likely to be missing
bytes, may have corrupted packets, and the sniffer must deal
appropriately with retransmissions and duplicates.

As it creates a contiguous stream of the transfer, the Sniffer
scans for chunk start markers in the stream. It passes this
section of the reconstructed byte-stream to a module that
decodes the transfer protocol and extracts the chunk. For
this purpose, we modified the DOT protocol to include the
chunk name and length at the beginning of its response, a
feature that greatly simplifies the system’s ability to take ad-
vantage of overheard data while adding only small additional
overhead.

Inter-stream reassembly: The Sniffer module uses mul-
tiple TCP streams to reconstruct a chunk. In a multi-hop
transfer, an overhearing node may have several chances to

Figure 4: Inter-stream reassembly of chunks.

hear the same data as it traverses different hops. As noted
above, however, these hops each use a different TCP stream,
which complicates reassembly.

Figure 4 shows how inter-stream reassembly works in Ditto.
The sniffer module identifies that the same chunk is being
transmitted in two different streams by looking at the Ditto
header, which contains the chunk id. Therefore, as a first step
the sniffer needs to overhear the ditto header of a particular
chunk in each stream in order to make use of inter-stream
re-assembly. Once the chunk is identified, the sniffer only
requires at least one of the streams to overhear a packet and
it can use that to fill gaps in the chunk. For example, in
Figure 4 TCP stream A missed packet 2 while TCP Stream B
missed packet 3. In both cases, the other stream was able to
contribute the missing packet towards chunk reconstruction.
If a packet is received in multiple streams, as is the case with
packet 4, only one copy of this needs to be maintained and
the rest can be flushed from the memory. Therefore, Ditto’s
inter-stream re-assembly improves the chances of successfully
reconstructing chunks and also reduces the memory overhead
by eliminating similar content that is present in multiple
streams.

5. IMPLEMENTATION
Ditto’s implementation consists of two major parts: the

DOT enabled proxies and the sniffer module.

5.1 DOT enabled Proxies
Ditto proxies use Data-Oriented Transfer, or DOT [23],

as their data transfer protocol.3 DOT uses an RPC-based
protocol to transfer chunks across the network. We made
one change to this transfer protocol to add the chunk ID and
length at the beginning of every response. This information
is unnecessary for the actual receiver, since it is known from
context, but it greatly simplifies the process of reassembling
chunks based on overhearing.

Figure 5 shows the steps involved in a typical DOT enabled
file transfer in the presence of proxies. The receiver makes an
application-level request for a file to the sender application.
The sender application contacts its local DOT service to get
the OID and Hints corresponding to the requested file. An
“OID” is an object ID, which is simply the hash of the file
being requested. The “Hints” tell the receiver who to ask for
in order to retrieve the object in question. The OID and Hints
information is returned back to the receiver. The receiver’s

3Our implementation is based on the DOT snapshot
dot_snap_20070206.



Figure 5: A file transfer in Ditto

DOT service gets the chunk IDs (CIDs) corresponding to the
OID (this step is not shown in the figure for simplicity). The
DOT service at the receiver then requests the desired chunks
from its next hop Ditto proxy. The proxy is a straightforward
extension to DOT that checks the (existing) DOT cache for a
chunk and, if not found, passes the request on to the next hop.
This process is repeated until the chunk is found at some
proxy/source. Once a chunk is received, each proxy stores
it in its DOT cache and serves it to its upstream neighbor.
Finally, once the data is received by the DOT service at the
receiver, it is served to the receiver application.

5.2 Sniffer Implementation
Ditto’s sniffer module is a stand-alone process that runs

on the same host as a Ditto proxy module. It uses libpcap

in promiscuous mode to overhear TCP packets and attempts
to extract Ditto chunks from reconstructed TCP streams
(flows). It sends overheard chunks to the Ditto proxy using
RPC over a unix domain socket.

Data Structures: The chunk reconstruction algorithm
maintains three main data structures, shown in Figure 6. The
first is a table of overheard flows (flowTable), indexed by
flowID. Corresponding to each flow, the flowTable includes
overheard packets that do not belong to any chunk being
currently reconstructed. We store these packets because of
the possibility of re-ordering; a late arrival of a re-ordered
Ditto header packet may make these packets useful.

The second data structure is a table of partially recon-
structed chunks (chunkTable), which is indexed by chunkID.
This table maintains information about all the flowIDs that
are contributing to a chunk along with the sequence number
of the first packet of the chunk in each flow. The third data
structure, flowChunkMap maintains a list of all the chunkIds

observed in each flow.
Flows and partially reconstructed chunks are represented

as a linked list of blocks of contiguous bytes. Each block
includes the following

• Offset of the first byte of the block within the chunk/flow.

• Length of the block.

• Actual bytes that make up the block.

Blocks are maintained in increasing order of block offsets.
The block data structure makes it easy to support gaps in the
flow or partially reconstructed chunks. Blocks are merged
whenever possible. Chunk reconstruction is complete when

Figure 6: Data Structures used in Sniffer implemen-
tation

Figure 7: Ditto packet format. Shaded fields are
invariant across Ditto responses and the Sniffer uses
these to identify a Ditto chunk.

there remains only one block in the list which is of the length
of the chunk. At this point, the chunk entry is removed from
the chunkTable and the chunk is sent to the proxy module.

Packet Processing: The inter-stream re-assembly algo-
rithm performs the following actions for each overheard
packet. The packet is added to the corresponding flow in the
flowTable entry if one exists, else a new flow is created. The
newly modified (or created) flow is checked for the existence
of a Ditto header. Figure 7 shows the format of a Ditto re-
sponse. The shaded fields are used to identify a Ditto chunk
within the stream. It suffices to check only the contiguous re-
gion between packets preceding and following the new packet.
If a Ditto header is found, the chunkID is extracted, and
if a corresponding chunk entry is found in the chunkTable,
then the flow is added to the list of flows contributing to that
chunk. If no corresponding entry is found, a new entry is
created, and all the packets corresponding to the new chunk
are copied from the flowTable into the chunkTable to form
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Figure 8: MAP testbed. Nodes represented with
a circle are on the second floor while those with a
square are on the third floor. Node 11 is the gateway
node.

the partially reconstructed chunk. Since the Ditto header
contains the length of the chunk, all the packets that belong
to a chunk can be correctly identified within the flow.

If on the other hand, a Ditto header was not found, the
packet could still aid in chunk reconstruction as follows. All
the chunks to which the flow is contributing, obtained from
the flowChunkMap, are scanned to identify the chunk the new
packet belongs to. For each chunkTable entry, the length of
the chunk and starting sequence number of the Ditto header
corresponding to the flow are compared against the sequence
number of the new packet to identify the relevant chunk. The
chunk is then updated with the relevant bytes from the new
packet. If the packet is unable to aid in chunk reconstruction
immediately it is left in the flowTable.

The algorithm has the limitation that it requires that the
Ditto header be overheard on any flow before that flow can
contribute to chunk reconstruction. However it correctly
handles the corner cases where a Ditto header spans two
TCP packets and the length of the chunk is not a multiple
of packet length.

6. EVALUATION
Our evaluation of Ditto shows that: (1) caching using op-

portunistic overhearing is practical and effective in wireless
multi-hop networks, (2) the performance of chunk recon-
struction is improved both by using smaller chunk sizes and
by proximity to transfer paths, and (3) Ditto significantly
improves transfer throughput in a real testbed deployment.

6.1 Method
Testbeds. We evaluate Ditto’s performance using two wire-
less testbeds: (1) The MAP testbed at Purdue University [1]
– a campus wireless mesh testbed, and (2) Emulab’s indoor
wireless testbed.

The campus testbed consists of 28 mesh routers spread
across four academic buildings (Figure 8). The mesh nodes

Figure 9: Emulab testbed. Nodes represented with
a filled circle are on the third floor while those with
a hollow circle are on the fourth floor. Nodes repre-
sented by dark circles are the nodes we used for our
experiments and the dashed black lines indicate the
routes taken by the nodes while communicating to
the gateway node (node 8).

are small form factor desktops, with heterogeneous hard-
ware specifications. Each node has two PCI-card radios—an
Atheros 5212 based 802.11a/b/g wireless card and a Senao
802.11b card using the Prism2 chipset. Each radio is at-
tached to a 2dBi rubber duck omni-directional antenna with
a low loss pigtail. Each node runs Mandrake Linux 10.1 with
the open-source madwifi and hostap drivers. IP addresses
are statically assigned. The testbed deployment environment
is not wireless friendly, having floor-to-ceiling office walls in-
stead of cubicles as well as some laboratories with structures
that limit the propagation of wireless signals. Apart from
structural impediments, the testbed experiences interference
from other 802.11b networks. We configured the testbed to
use the Atheros radio in the 802.11b mode. We used channel
11 because it was the band furthest away from those being
already used on the campus. This testbed has both indoor
and outdoor links.

We use Emulab’s wireless testbed [25] as our second testbed.
This entirely indoor wireless testbed consists of 24 nodes
located in different rooms across two floors. We picked 8
available nodes for our experiments as depicted in Figure 9.
All nodes are “pc3000w” machines with a 3.0 GHz processor
and 1 GB RAM. They are equipped with Atheros 5212 based
802.11 a/b/g wireless cards and are operated in 802.11b
mode. Each node runs Fedora core 4 with the open-source
madwifi driver.

In both networks, there is no other traffic in the mesh
network apart from the traffic from our experiments. We
use the wired network to control the experiments and collect
logs. We use the OLSR routing protocol with distributed link
quality information to setup routes between nodes. Once the
routes are setup and all the nodes in the network can reach
the gateway node, we terminate OLSR on all the nodes to
avoid route flapping.

Metrics. To capture the effectiveness of overhearing and
Ditto’s chunk reconstruction schemes, we use three metrics:



(1) Average reconstruction efficiency. The average per-
centage of chunks completely reconstructed at every node
across multiple runs. (2) Memory overhead. The average
percentage unused bytes of total Ditto traffic overheard at
each node. These unused bytes represent packets that could
not be successfully used to reconstruct a chunk. Retaining
these packets for as long as possible improves the opportuni-
ties to reconstruct the incomplete chunk at a later instant.
Thus, the lower the memory overhead from a reconstruc-
tion scheme, the higher the chance of retaining more unused
bytes. (3) Throughput. To demonstrate the performance
improvement using Ditto over existing schemes, we present
throughput across receivers for a given traffic pattern.

To capture summary statistics, we present the percentage
of observers that achieve a given value of the metric. For
every transfer between a given gateway-receiver pair, we
define the remaining nodes in the testbed as observers
that can passively overhear the ongoing communication. For
example, in the 28-node campus testbed, a transfer between
node 11 (gateway) and node 1 (receiver) has 26 observers.
When we change the receiver to node 2, we have 26 new
observers. For an entire experimental run with each node
receiving once, we have 26 · 27 = 702 observers.

Schemes. We compare Ditto’s performance to three other
approaches:

• End-to-end: In this scheme, the transfer request from
a receiver is sent directly to the the gateway, with
intermediate nodes in the network acting as IP routers.
The transfer throughput does not benefit from caching
or overhearing.

This scheme is valuable because it represents an ideal
scenario for chunk reconstruction efficiency—because
the sender and the receiver use a single end-to-end
TCP connection, the same TCP packets for a given
chunk transfer traverse multiple hops. As a result, a
node that overhears the transfer more than once will
observe the same packet multiple times; if it misses
the opportunity to capture the packet on one of the
attempts, it might capture it from the transmission on
the following hops.

• On-path caching: The on-path caching scheme uses
per-hop proxying similar to that in Ditto. However,
the nodes in this scheme only cache chunks for which
they are the intermediate hops, and not the chunks
they overhear. This scheme is an improvement over an
existing approach, MeshCache [8], which also benefits
from on-path caching. While MeshCache’s caching is
on a per-file basis, our scheme provides chunk-level
caching.

• Ditto without inter-stream reassembly: To eval-
uate the design choices in Ditto’s chunk reconstruction,
we compare Ditto with a variant that does not per-
form inter-stream reassembly. The overhearing node
reconstructs chunks by independently analyzing each
overheard TCP stream.

We transfer a 1 MB file and present the average across
three runs unless otherwise specified. All experiments use
node 11 as the gateway in the campus testbed and node 8
in the Emulab testbed. The routes to the gateway for the
Emulab and MAP testbeds are shown in Figures 9 and 10
respectively.

node11---node30---node13---node1
node11---node37---node2
node11---node30---node3
node11---node37---node4
node11---node5
node11---node30---node29---node7
node11---node30---node13
node11---node14
node11---node22---node15
node11---node30---node13---node16
node11---node30---node28---node18
node11---node37---node4---node19
node11---node22
node11---node30---node13---node1---node25
node11---node34---node27
node11---node30---node28
node11---node30---node29
node11---node30
node11---node34
node11---node37
node11---node30---node13---node16---node38

Figure 10: Routes to the gateway node (node 11) in
the MAP testbed.

6.2 Overhearing Effectiveness
This section characterizes the potential benefit from Ditto’s

passive overhearing and caching by measuring the reconstruc-
tion efficiency across all observers. Each node in the testbed
performs a transfer, one at a time, by requesting data from
the gateway. The caches on the nodes are reset after each
transfer.
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Figure 11: CDF of average reconstruction efficiency
in Ditto across observers for the campus testbed and
Emulab.

Figure 11 shows that observers in both testbeds can poten-
tially benefit from Ditto: 40% of the observers in the campus
testbed and 70% of the observers in the Emulab testbed
could reconstruct complete chunks from passive overhearing.
In fact, 25% of the observers in the campus testbed and 50%
in Emulab could completely reconstruct more than 50% of
the total chunks transferred. The campus testbed obtains
less benefit than Emulab. We believe that this is a result of
the larger scale of the campus testbed: when nodes closer to
the gateway are the receivers, the nodes at the edge of the
testbed cannot benefit from overhearing. We investigate this
effect further by analyzing the impact of proximity on the
nodes in the campus testbed.



6.2.1 Effect of proximity
Figure 12 confirms our intuition that nodes spatially closer

to the gateway (nodes 14, 30, 34, 5, 37, 22 are all one hop
away) overhear transfers from several receivers and hence
have a high median reconstruction efficiency across all their
observations. On the other hand, nodes at the edge of the
network have fewer opportunities to overhear and hence
exhibit a median reconstruction efficiency of zero.
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Figure 12: Impact of proximity on the median and
the maximum per-node reconstruction effectiveness
(MAP testbed). Nodes (X-axis) are sorted by their
median reconstruction effectiveness (primary) with
a secondary sort on the max value.

6.2.2 Effect of chunk size
Due to losses in the wireless network, the probability of

overhearing the entire file decreases exponentially with the
file size, and opportunities from overhearing parts of a file
are wasted. Caching smaller chunks improves the chances of
a node to overhear the entire chunk transfer.

Figure 13 shows this effect for transfer of a 1MB file from
the gateway to the receivers. In the campus testbed, 20%
of the observers were able to reconstruct atleast 60% of the
chunks when the chunk size is 32KB. In contrast, for a chunk
size of 8KB, 20% of the observers were able to reconstruct
atleast 80% of the chunks. Reducing chunk size similarly
improves reconstruction efficiency in Emulab.

The resulting improvement in reconstruction efficiency
provides a second advantage: It reduces Ditto’s memory
overhead, thereby allowing the incomplete chunks to be
retained longer. Figure 14 depicts this improvement for the
campus testbed. For instance, 60% of observers reduced their
memory overhead from less than 70% to less than 35% when
the chunk size was reduced from 32KB to 8KB.

Reducing the chunk size, however, increases the number
of wireless transmissions: A smaller chunk size increases
the overhead from chunk request packets. To balance the
overhead and the increased efficiency, we choose a chunk size
of 8KB for Ditto.
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Figure 13: CDF of average reconstruction efficiency
across observers showing the effect of varying chunk
sizes. (MAP testbed).
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unused bytes of total Ditto traffic overheard) across
observers showing the effect of varying chunk sizes.
(MAP testbed).

6.3 Effect of Inter-stream Reassembly
We first investigate the benefit from Ditto’s ability to

reassemble chunks overheard via multiple TCP streams by
comparing Ditto to Ditto without inter-stream reassembly.
As seen in Figure 15, Ditto performs similarly with or without
inter-stream reassembly. Our inspection of the topology
indicates that both testbeds provide very few opportunities
for observers to overhear multiple flows. In fact, when there
were multiple TCP streams that an observer could overhear,
the benefit from inter-stream reassembly is significant. In the
campus testbed, for example, when node 1 is communicating
with the gateway (node 11) via route 1-13-30-11, node 7
combines TCP streams from all the three proxy hops to
obtain 10% better reconstruction efficiency.

Further, Figure 16 shows that the increased reconstruction
efficiency reduces Ditto’s memory overhead. Thus, Ditto’s
inter-stream reassembly provides two advantages: (1) im-
proved reconstruction efficiency in the presence of multiple
chances of overhearing, and (2) lower memory overhead, both
at no performance penalty.
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Figure 15: CDF of average reconstruction effi-
ciency across observers for different schemes. (MAP
testbed).

A deliberate choice in Ditto’s design requires a node to
overhear the first packet of each chunk (containing the chunk
identifier) in every TCP stream that the chunk may appear
in order to correlate multiple streams and reconstruct the
chunks. This potentially results in lost opportunities and
lower reconstruction efficiency in Ditto since, given an ideal
implementation, as long as every byte of a chunk is overheard
at least once, the chunk should be successfully reconstructed.
To analyze the performance impact of this design choice, we
compare Ditto to the end-to-end scheme. Figure 15 indicates
that in our campus testbed, Ditto performs comparably to
the end-to-end scheme. This observation was also true for
the Emulab testbed.

We further analyze the effect of this design decision through
an offline analysis of tcpdump logs of an experimental run.
The analysis showed that the requirement to observe the first
packet of the chunk on each stream cost ditto the opportunity
to reconstruct up to 6% more chunks than it is able to. Due to
the complexity of matching packets without the initial chunk
identity, we believe this design decision is sound, though we
intend to revisit it on more dense topologies that have more
overhearing opportunities.

6.4 Ditto Performance
In this section, we compare the throughput improvement

from deploying Ditto with existing schemes under a variety
of traffic patterns. We first deploy Ditto on all the nodes in
the testbed. Leaf nodes in the network then request the same
file from the gateway. We vary the time interval between
these requests such that the requests are either (1) entirely
sequential (one transfer does not interfere with the next), or
(2) staggered (the time interval between consecutive transfers
is set to 5 seconds). We also vary the order in which the
receivers make their requests. Note that because all the
nodes are Ditto enabled, even the nodes making the request
can overhear prior data transfers.

6.4.1 Example
We first analyze Ditto’s performance gain in comparison

to an end-to-end transfer and to the on-path caching scheme
using an example traffic scenario. Figure 17 shows the aver-
age throughput achieved by each receiver when requesting a
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Figure 16: CDF of memory overhead across ob-
servers showing the effect of inter-stream reassem-
bly. (MAP testbed).
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Figure 17: Average throughput achieved by each
receiver when requesting sequentially. Note that the
receivers are sorted in the request order. (Emulab).

1MB file sequentially. The receivers are arranged in the order
in which they made requests i.e., the first request was made
by node 1 and node 7 made the last request.4 The results
clearly indicate the differences in the three schemes. The first
request, made by node 1, achieved the same throughput in
all three schemes because data was not cached anywhere in
the network. In all the subsequent requests, Ditto benefited
from caching overheard bytes and outperformed end-to-end
and on-path schemes. Only node 3 benefited from on-path
caching: when node 2 was the receiver, the data was cached
at node 4 (its intermediate hop). Node 3 exploited the cache
at node 4 to obtain the data in a single hop (vs. the 2
hops in the end-to-end case) and obtained better throughput.
For node 5, Ditto performed significantly better because the
data was already present in its local cache as a result of
overhearing. Thus, Ditto significantly improves throughput
performance by obtaining data over fewer hops.

4Please refer to Figure 9 for the placement of these nodes.



 0

 20

 40

 60

 80

 100

 10  100  1000  10000  100000  1e+06

%
 r

e
c
e

iv
e

rs

Throughput (Kbps)

End-to-end
On-path caching

Ditto
 0

 20

 40

 60

 80

 100

 10  100  1000  10000  100000

%
 r

e
c
e

iv
e

rs

Throughput (Kbps)

End-to-end
On-path caching

Ditto

(a) MAP testbed (b) Emulab

Figure 18: CDF of throughput across receivers when requesting sequentially in one chosen request order.

 0

 20

 40

 60

 80

 100

 10  100  1000  10000  100000  1e+06

%
 r

e
c
e

iv
e

rs

Throughput (Kbps)

End-to-end
On-path caching

Ditto

Figure 19: CDF of throughput across receivers
with staggered requests in one chosen request order.
(Emulab).

6.4.2 Overall Performance
Figure 18 shows the CDF of the transfer throughput across

all the receivers for both the testbeds. We chose one random
order of receivers and the requests were sequential. Both the
campus and the Emulab testbeds show significantly improved
median throughput using Ditto:

End-to-end On-path Ditto
Campus 540 Kbps 1380 Kbps 5370 Kbps
Emulab 960 Kbps 1150 Kbps 4330 Kbps

In Emulab, the median throughput achieved using Ditto
is 4.5× better than end-to-end and 3.7× better than on-
path caching. Similarly, the median number in the campus
testbed is 3.5× better than on-path caching, but 10× better
than end-to-end transfers. Since the requests are sequential,
the gain in these scenarios is a result of the reduced hop
count to the data enabled by Ditto’s overhearing and caching
mechanisms.

We then changed our request pattern to be staggered across
receivers. In this scenario, consecutive transfers potentially
contend for the wireless medium. Figure 19 presents the
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Figure 20: CDF of throughput across receivers
when requesting sequentially in randomly chosen re-
quest order (Across ten runs in Emulab).

performance gain from Emulab (note that the throughput
in this figure is in log-scale). The results show a wider
performance gap between Ditto and existing schemes in
comparison to the sequential case, with median throughputs
of:

End-to-end On-path Ditto
Sequential 960 Kbps 1150 Kbps 4330 Kbps
Staggered 690 Kbps 1500 Kbps 4470 Kbps

Ditto is 6.5× better than end-to-end in the staggered
scenario vs. the 3.7× improvement in the sequential case.
Here, Ditto’s caching reduces the transfer time of requests
thereby decreasing the likelihood of contention for the wire-
less medium due to overlapping requests.

Finally, we vary the request order among receivers in
Emulab over ten runs to more exhaustively characterize the
range of gains possible using Ditto. Our results show that
Ditto significantly outperforms existing schemes (Figure 20):
Ditto’s median throughput is 8.8× better than end-to-end
and 7× better than on-path caching.



7. RELATED WORK
Ditto is most related to four significant areas of work:

Caching, particularly hierarchical and packet level caching,
and three techniques that attempt to turn wireless broad-
cast from a liability to an advantage: opportunistic routing,
network coding, and partial packet recovery.

Hierarchical caching is used to improve throughput
and reduce load on long-distance links by satisfying multiple
client requests for the same data from a nearby source [5,
22, 12]. In the caching arena, the project closest to Ditto is
the recent MeshCache system, which places a hierarchical
Web cache at each node in a wireless mesh network [8]. As
our evaluation showed (Section 6), Ditto’s overhearing can
increase throughput by up to 7x for cached files compared
to simple on-path caching. This difference is fundamental to
Ditto’s use of per-chunk content naming, which frees it from
both being application-specific and needing to cache whole
files, which limits the opportunities for Web-cache-based
approaches such as MeshCache.

An alternate approach is to enable caching at a packet/sub-
packet granularity. In the RTS-id approach [2], nodes main-
tain a cache of recently overheard packets. The RTS message
contains the id of the packet that a node wants to send; if
the receiver already has the packet in the cache it acknowl-
edges this via the CTS message. This avoids redundant
transmissions by leveraging recently overheard packets that
are present in the cache. In contrast, Ditto’s caching works
on a longer time scale (multiple requests for the same file)
and at the granularity of application data chunks. Similarly,
Spring & Wetherall also provide sub-packet content caching
on a single Internet link [21]. Like Ditto, this technique uses
content-based hashing to identify shared chunks between
packets. Unfortunately, this technique makes use of a syn-
chronized dictionary between the routers at each end of the
link, which makes it challenging to extend their approach to
wireless overhearing: a sender has no way of knowing which,
if any, other nodes overheard its prior packet transmissions.
Ditto can successfully use overheard transmissions, but at the
cost of coarser-grained sharing: Ditto uses roughly 8KB sized
chunks to amortize the overhead of explicitly transmitting
hash values, where the technique of Spring & Wetherall can
take advantage of similarities on the order of a few hundred
bytes.

Opportunistic routing takes a different approach to us-
ing the broadcast nature of wireless networks, by forwarding
packets based upon which nodes actually received the trans-
mission instead of using one pre-determined path. These
approaches include the pioneering ExOR system [4] and the
more recent XOR [15] and MORE [6] systems, among oth-
ers. These systems operate independently of the transport
protocol used, but do impose a requirement that the trans-
port protocol be able to tolerate significant (8-100 packet)
amounts of batching when performing data transfers. As
a result, to date these protocols require a new transport
protocol, similar to Ditto’s requirement that applications use
a data-oriented transfer system. Because their benefits are
independent of the longer-term locality exploited by Ditto,
we believe that combining these approaches is a promising
avenue of future work.

Network coding attempts to optimize the simultaneous
transmission of packets by combining multiple packets into
a single transmission, such that they can be independently
decoded by different receivers. Examples of network coding

systems include COPE [15]. Like opportunistic routing,
the way that Ditto takes advantage of wireless broadcast is
complimentary to the approaches used in network coding.
Combining them, however, is a more challenging aspect of
future work, because the packets overheard by a node in a
network coding system may not be directly decodable by a
third party.

Partial packet recovery techniques leverage the fact
that different parts of an IP-layer packet may be received
by different sets of receivers [17, 14]. Ditto’s partial chunk
recovery scheme draws directly from these techniques to re-
assemble application-layer chunks that were received from
independent transmissions. The techniques differ in that
Ditto must decode the TCP and RPC layers, as appropriate,
and deal with the potential that different transmissions of the
same chunk may use different packet sizes or be offset to dif-
ferent locations in the TCP stream (and therefore packetized
differently).

8. DISCUSSION
Real world traffic study: A key factor that impacts
Ditto’s performance is the cache size at each node; shared
data should not be evicted from the cache before it can even
be used. A detailed study on this parameter is challenging
since it requires access to traffic traces from real world mesh
deployments. We do, however, shed some light on its impact
by collecting aggregate statistics in two real world Meraki
deployments: (1) one with 20 Meraki Minis, and (2) one with
10. We logged the total traffic volume in these networks over
a 24 hour period for a week in March and April. A worst case
scenario for cache size (assuming every node can overhear
every other node) results in a median value of 3 GBytes and
a maximum of 13 GBytes per node per day. Considering a
software update scenario, a study from Microsoft Research
noted that 80% of software update downloads happen in the
first day after a patch is released [13]. Putting these together,
we can infer that using Ditto with a cache size larger than
3 GBytes, the networks can benefit by caching the shared
data.

Intelligent proxy selection: MeshCache [8] demonstrates
throughput improvement from routing away from a gateway
by alleviating the congestion around the gateway (a hotspot).
Ditto already alleviates hotspots using overhearing; an inter-
esting area of future research would be determining whether
further benefit could be obtained in Ditto by selecting proxies
not enroute to the gateway.

Convergent encryption: Ditto targets applications that
require high transfer efficiency but have little or no privacy
requirements. One possible option to provide Ditto’s effi-
ciency while providing some confidentiality to data transfers
is the use of convergent encryption [10], which uses the hash
of the content as an encryption key. This provides a middle
ground in the trade-off between high level of privacy and
improved transfer efficiency.

On-Path Opportunistic Caching: In Ditto, only later
requests benefit from opportunistic caching. As a future
extension, nodes on the path of a transfer might benefit from
overhearing prior hops in the transfer, and could thus cancel
their pending request. For example, consider three consec-
utive nodes on a path: A, B, and C. If A can successfully
overhear a complete chunk while it is being transferred from



C to B, it can cancel its request for that chunk from B. This
is similar to ExOR routing which employs a similar idea at
the granularity of individual packets. Ditto can work at the
granularity of chunks while ensuring that existing transport
and MAC protocols need not be changed to fully leverage
this idea.

9. CONCLUSION
This paper presented the design, implementation, and

evaluation of Ditto, a system for opportunistic caching in
multi-hop wireless mesh networks. Ditto uses content-based
naming to cache chunks of data in an independent manner.
This use of content-base naming enables Ditto’s key contri-
bution: it caches data either when it sends it to a client or
when it overhears it being transferred by other nodes.

Our evaluation on two wireless testbeds showed that not
only is this scheme feasible, but that it significantly out-
performs prior schemes that only cache along the actual data
transfer path. Our evaluation shed light on Ditto’s design
decisions for supporting inter-stream reassembly, favoring a
robust and simple mechanism that works well in practice, and
provided insight into the effects of chunk size and proximity.
Taken in total, Ditto improved the performance of repeated
data transfers by up to an order of magnitude over end-to-end
transfers, and by 3-7× compared to simple on-path caching.
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