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Abstract— The Federal Communications Commission (FCC) 802.11 [7] and IEEE 802.16 [3], which partition the avaikbl
has announced that it is willing to consider unlicensed operation spectrum into fixed channels, where a channel is the basic uni
in the TV broadcast bands. Compared to the ISM bands, this 4 shectrum provided to a wireless device. KNOWS does not
portion of the spectrum has several desirable properties for . o o
robust data communications. However, to make efficient use of _use the conven_tlorjal, static “channelization a_pproani;t_dad,
this spectrum in a way that is non-disruptive to incumbents, it employs a distributed scheme that dynamically adjusts th
there are a number of challenges that must be handled. For operating frequency, the occupancy time, and communitatio
example, an unused portion of the spectrum must be found, pandwidth, based on the instantaneously available white-
and it is likely that its availability will vary over time. To spaces, the contention intensity, and the user demanderi th

address such challenges, we present KNOWS, a cognitive wireless . . .
networking system. KNOWS is a hardware-software platiorm /€ few users in the system, KNOWS provides each user with

that includes a spectrum-aware Medium Access Control (MAC) @ larger chunk of the bandwidth. It adaptively provides senal
protocol and algorithms to deal with spectrum fragmentation. We chunks to all users if there are more contending nodes.
describe our prototype and present evaluation results obtained  \We have built a simple and effective prototype of our

from simulating our MAC protocol. We show that in common  qystem. which consists of a scanner radio (or simplvy “scan-
scenarios KNOWS accomplishes a remarkable 200% throughput n)(;r") a,nd a reconfiqurable radio. The scal('lner gr?/odicall

improvement over systems that use a IEEE 802.11 based MAC g o P y
protocol. searches for the white-spaces in the TV spectrum, and the

reconfigurable radio tunes to the white-space and performs
|. INTRODUCTION data communications. When not scanning, the scanner radio
Unlicensed bands, such as the 2.4 GHz and the 5 GHaubles up as a receiver listening for control packets on a
ISM bands, have become crowded in recent years due to thed control channel. This synergistic design of the radio
increasing popularity of mobile communications and wissle platform and the MAC protocol enables KNOWS to provide
technologies such as Wi-Fi, Bluetooth and mesh networkxllaborative detection of white-spaces and adaptivetsp@ac
In contrast, a large portion of the licensed bands remadtiocation among contending users. To validate our design,
under-utilized or even unused over time [6]. For exampléave implemented the KNOWS MAC protocol in QualNet [5].
the average utilization of the licensed spectrum for telewi Our simulation results demonstrate that in most common
(TV) broadcast was as low as 14% in 2004 [2]. Based on thesgenarios, KNOWS increases the system throughput by more
observations, the Federal Communications Commission JFCtian 200% when compared to an IEEE 802.11 based systems.
recently agreed to evaluate the legal operation of unlegéns Our focus in this paper is the KNOWS hardware platform
devices in “white spaces”, i.e., portions of the licensed Tthat addresses the important challenges in networking unli
bands that are not in active use by incumbent users, sucle asagnsed devices in the TV bands. Within this context, we make
TV broadcasters [1], [16]. This sub-GHz spectrum has sévethe following three contributions:
properties that makes it desirable for data communication. « We describe a new hardware implementation that com-
particular, radio frequency (RF) communications can occur prises a dual-mode scanner radio for detecting white
over longer distances and RF waves have better penetration spaces, and a reconfigurable radio for subsequent data
property in the lower bands compared to the higher frequency communications. The scanner radio is an integral part of
ISM bands. the MAC protocol as it is used for controlling access to
The use of TV bands by unlicensed systems poses two major the network.
challenges. First, the unlicensed systems must not imgerfe « We introduce a new spectrum allocation scheme, célled
with ongoing TV reception. Therefore, these system musthav ~ SMART that enables users to adaptively adjust the time,
a robust scheme for determining the white-spaces, anddecon frequency, and bandwidth in a fine time-scale. This is
these systems must have a spectrum-aware MAC protocol that in contrast to the widely-adopted spectrum allocation
utilizes white-spaces of varying bandwidths. We presemt ou schemes used in IEEE 802.11 [7] and IEEE 802.16 [3],
system, called KNOWS, which detects white-spaces in the which divides the spectrum into fixed channels. Us-
TV spectrum through collaborative sensing, and utilizes th  ing simulations, we demonstrate the effectiveness of b-
available bandwidth even when it is fragmented. SMART in utilizing the fragmented TV spectrum.
KNOWS enablespportunistic access and sharing of white- « We present a new control-channel based MAC protocol,
spaces by adaptively allocating the spectrum among contend called CMAC which incorporates "virtual sensing” to
ing users. This is in contrast to existing schemes, suchBk IE arbitrate access to a fragmented spectrum. Specifically,



we enhance the RTS (request-to-send)/CTS (clear-to-
send) mechanism of IEEE 802.11, which reserves airtime
on a channel, to reserve empty chunks of the spectrum,

which we callresource blocks. Furthermore, we describe - —TF —ﬁ;
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an overview and design of the KNOWS system. In Section I, = ﬁ
we describe the implementation details of our prototype. We |g .............................................
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evaluate the performance of our MAC protocol CMAC and PHY Layer |Reconfiguration |merface|5

I
compare it to the IEEE 802.11 MAC protocol in Section IV. T P
In Section V we discuss some of the important issues raised in ¢ [Reconfigurabie Radio| [ Scanner Ragio || |
the paper and in Section VI we discuss related work. Finally, | P
we conclude our paper in Section VII . e e  — — = d

Il. SYSTEM ARCHITECTURE AND DESIGN Fig. 1. The components of KNOWS, which includes the hardwaspgatrum

The goal of the KNOWS system is to enable wireless nod@$cation engine and a MAC protocol.
to self-organize into a network without coordination from a

central controller, such that it maximizes the overall $pen challenge by allowing nodes to opportunistically use

ugltljzatmn_. This dgqal poses three main challenges that V&%ectrum resources by reserving chunks of bandwidth at a fine
address in our design. time-scale. The width of an allocated chunk depends on the

« Robust white space detection: Unlicensed users need aamount of available spectrum and the number of contending
robust way to discover the available white spaces. Wgydes.

note that different bandwidth chunks could be available e describe the KNOWS system in detail in the rest of

at the sender and the receiver, therefore the goal is to Y8 section. We first present our hardware platform and then
a spectrum chunk that is free for both of them. describe the MAC protocol that enables nodes to reserve
» Parallelism and connectivity: There is a tradeoff betweenportions of the spectrum. We then describe our collabagativ
parallelism of flows and connectivity in the network. T%canning algorithm, and finally present b-SMART, a dis-
enable parallelism, different flows should be active igjputed algorithm that determines the amount of bandwidth

different chunks of the spectrum. However, this might aliocate to every contending node in the network.
prevent two nodes (users) that are part of the same net-

work from communicating with each other. One approach. System Overview

to solve this problem is to use schemes that have beerrjgyre 1 illustrates the architecture of KNOWS, which
proposed by multi-channel MACs [17], [19]. Howeverjncludes the hardware, the MAC (CMAC), and the spectrum
these approaches incur extra overhead as describechigcation scheme (b-SMART). The hardware platform in-
Section VI. cludes a dual-mode scanner and a reconfigurable radio. The
« Adaptive bandwidth sefection: The amount of bandwidth scanner radio alternates between functioning as a scander a
assigned to a pair of communicating nodes should depefgeceiver. It scans the TV spectrum at least once every 30
on the total available spectrum, the contention intensitginytes, as required by the FCC [16]. The scanner radio in
and user traffic demand. Intuitively, when there are feyyr current platform takes less than 10 ms to scan one 6 MHz
users, each user should be assigned a wide bandwidthf§f channel. For most of the time, the scanner radio works as
a higher data rate; when there are more users in commreceiver and is tuned to the 902-928 MHz unlicensed ISM
nication range, the total spectrum should be divided tgand, which is used as a control channel.
accommodate more concurrent transmissions. To enable efficient spectrum sharing, each node stores the
KNOWS addresses the above challenges as follows. Firgpectrum usage information in a local data structure, which
KNOWS uses a collaborative scanning algorithm to deteate call theresource allocation matrix (RAM). The spectrum
incumbent operators in the TV bands. Therefore, only thos#location engine in Figure 1 uses the RAM to determine the
portions of the spectrum that are detected to be availablepattion of unused spectrum the node should reserve for its
all users are used for data communication. To address ttmmunication.
second challenge, KNOWS uses a common signalling channeThe RAM records spectrum usage of neighboring unli-
(in the ISM band) to maintain connectivity among nodes, evaensed users in units ofsource blocks. We define a resource
when they are transmitting or receiving on a different speat block to be the time duration and the portion of spectrum
chunk. Parallelism is ensured by simultaneous data commuthiat is reserved by a node for its communication. Figure 2
cation on the reconfigurable radio. KNOWS addresses the fimigpicts one snapshot of resource block allocations stared i



Frequency
A

We use a wide band frequency synthesizer to convert the
Incumbent Usage | received signals to the specified frequency. To control the
H—HLI—T—L reconfigurable radio, the interface to the MAC layer is a list
moambant Usage 1 of register values that specifies the operating frequerarygdb
LETEER S | width, and transmission power level. The operating fregyen
| g — can be set from 400 to 928 MHz in 0.5 MHz steps, and the
|| [ B bandwidth options currently are 5, 10, 20, and 40 MHz. The

> narrow bandwidth options, such as 5 MHz, are provided to
use white-space spectrum in between the incumbent opgrator
Fig. 2. A snapshot of resource block allocations stored inesoRrce The maximum output power is 200 mW and the power level is
Allocation Matrix (RAM) controllable from -8 to +23 (dBm). The threshold for packet
reception in the TV band is -85 (dBm). The time overhead
for adjusting the radio parameters, e.g. frequency, baditiyi
ez and power level, is within 10@s in the current development

TV Band & Control Channel Antenna

TV Band Transceiver Output board
VB / Anterna The scanner periodically scans the spectrum and locates
ranslator . . .
470.928 Mz DMDU’;?:XE, the vacant pockets of spectrum without incumbent signals.

24 Gz 802119 Output ™ The scanning algorithm is prototyped in t&programming
\ . Scanving RF language with a Python-based interface and will be imple-
R mented on DSPs (digital signal processor) or FPGAs (field

X86 Embeded 470625 MHz programmable gate array) in the future. The scanner measure
RSO i B R LA the signal power at a frequency range with a typical resmiuti
T / < - of 3 KHz. On average, the scanner takes at most 10 ms to

R ot Crarvel Rociowr scan one 6 MHz TV channel. The current setting of the DTV

Sampled Specium pilot tone detection sensitivity is -115 dBm. As required by
the FCC, the TV spectrum needs to be scanned once every
30 minutes, since the TV signal arrives and leaves in a very
coarse time level (several hours). Therefore, for most ef th
time, the scanner works as a receiver operating on the dontro
channel. Our MAC layer can change the scanning schedule and
a RAM. The bandwidth and time of the resource block iget the frequency range to scan by configuring the registers i
tuned according to the perceived contention intensitytaked the scanner.
available resources, and the queue length for each neighboAdditionally, a GPS receiver is incorporated in the hardwar
The reconfigurable radio is then configured to operate in theard for loading location information and performing time
defined resource block. It switches back to the control celnsynchronization. Based on the estimated location, the node
after the resource block is consumed. could identify the unused spectrum in case a database with

Together with the scanner/receiver, CMAC builds the RAMYV program information was available. This is an alterrativ
and implements a reservation-based mechanism that regul@pproach suggested by the FCC for detecting incumbent.users
spectrum access. Two communicating nodes first contend Tdrerefore, the GPS receiver extends the flexibility of our
spectrum access on the control channel. Upon winning catevelopment platform.
tention, a handshake is performed, which enables b-SMARTThe x86 embedded processor controls all radios on the plat-
at the sender and the receiver to collaboratively agree orfoam. It takes instructions from the device driver to configu
resource block. The reservation is announced on the contift¢ radios, and passes packets between the host computer
channel to inform neighboring nodes. Accordingly, nodeznd the development board. The driver implements our MAC
populate their RAM with new reservations, and garbage cblledesign and the spectrum allocation algorithm.

h i .
the expired ones C. CMAC: Spectrum Aware MAC

B. PHY Layer: The Cognitive Radio Development Platform CMAC implements two main functions: it achieves collab-
Figure 3 shows the hardware platform we have built as pantative sensing by combining scanning results in the one-ho
of the KNOWS system. The platform consists of four maineighborhood, and it realizes a spectrum reservation sehem
function blocks, namely the reconfigurable radio, the seanrusing a common control channel.
radio, the GPS receiver, and the x86 embedded processor. When a node has packets to send it first contends for access
The reconfigurable radio has a set of operational parametrghe control channel using CSMA/CA and random backoff
that can be adjusted with low time overhead. The curremtechanisms of IEEE 802.11 [7]. The pair of communicating
implementation of the reconfigurable radio uses a commoditpdes, upon winning access to the control channel, perform
IEEE 802.119g card to generate the OFDM signals at 2.4GHz.three-way handshake. During the handshake process, the

Fig. 3. Cognitive Radio Development Platform of KNOWS



. ) ) RTS Packet Format
sender and the receiver exchange their local view of sp®ctru

Octets: 2 2 6 6 1 2 8 4
usage, decide on the spectrum block to use for the com- ‘ Frame | oo | ma ‘ o | Queve | Packet | Resource ch‘
munication, and announce the reservation to their neighbor Control Length | Sie | Bock’

On receiving a reservation packet, neighboring nodes store
the reservation information in their local RAM structure. Frequency Ba”“‘”idm‘ Time | Durston
At the start of the reserved time period, CMAC tunes the CTSIDTS Packet Format Octets: 1 1 4 2
reconfigurable radio to the selected spectrum band andtwsti oot 2 ) 6 6 . .
the exchange of packets without any backoff. ‘ Fame | o en | n ‘ . ‘ Resouce | oo ‘

1) Handshake: CMAC uses a three-way handshake, which
builds on IEEE 802.11's two way RTS (request-to-send) and Fig. 4. RTS/CTS/DTS Packet Format

CTS (clear-to-send) handshake. In the handshake protess, t

senders contend for spectrum access on the control channel

using the random backoff mechanism of IEEE 802.11. The2) Data Transmission: A sender uses the reserved resource
winning node sends a modified RTS packet to carry traffidock to send data to the intended receiver. When a pair
load information and several proposed “resource blocks” td communicating nodes switch to the selected segment of
the receiver. A resource block is specified by the frequenspectrum, they first perform physical-layer carrier segsif
interval (fo, fo+Af) and the time interva(lty, to+At). The the selected spectrum is clear, nodes exchange packetavith
regular control packets and our extended versions are showrther back-off. Since the sender has exclusive accedseto t
in Figure 4. The modified RTS packet format incorporatagsource block, it can choose to transmit multiple packatk b
the fields of queue length (1 byte) and average packet stgeback during the defined period.

(2 bytes) to describe the traffic load at the sender to the cor-Note that it is possible that after switching, the sender or
responding receiver. It also includes multiple resouraeks, the receiver find the selected band to be busy; this may happen
each denoted by four fields: the starting frequeficyl byte), for three reasons:

the bandwidthAf (1 byte), the start time, (4 bytes), and
the durationAt (2 bytes). The start frequency field records {2 smissions in adjacent frequency bands.

the offset value from the start frequency of the TV spectrumy,  The sender or the receiver may experience deep fading
which is 470 MHz in our system. We use 1 byte to denote ;. ihe selected band. and/or

frequency and bandwidth; this provides a resolution of 1 MHz 3 - conflicting reservations may occur due to loss of control
The start time and duration fields provide a timing resohutio packets.

of one microsecond. .
If the sender or the receiver senses the selected band to be

1. The selected band may suffer from interference from

packet. The extended CTS, packet contajns address fi dium to be busy, and is unable to send or receive, it will
of the sender and the receiver, and details of the selecigdy tor 4 pre-defined interval before switching back to the
resource block. We introduce a new control packet, DTS (Datg o1 channel.
Transmission reServation). The sender uses DTS to announcg) Collaborative Sensing: Ideally, there should be no com-
the spectrum reservation after receiving the CTS packes C unication by unlicensed users in a spectrum chunk when it is
and DTS packets have the same format. Every node activg

: - ing scanned for TV signals. This increases the accuracy of
coIIect; CTS and DTS packet_s to build the RAM’ which is & scan reported by KNOWS. To achive this goal, i.e. prevent a
local view of spectrum usage in frequency and time. An ent

Reighbor from sending a packet in the spectrum chunk bein
in the structure corresponds to one reservation, denoteldeby g gap P g

d destinati dd d th bloek anned, a node reserves the spectrum it wants to scan by
source and destination addresses an € resource bioek. ding a DTS packet with this information. Therefore, othe

g’?‘gﬂ is updated each time the node receives a new CTS ddes do not send a packet in that spectrum chunk, while it is
: being scanned by another node. During the scanning period,

To reduce the time overhead caused by reservation noggs reconfigurable radio of the node resides on the control
are allowed to makeadvanced reservations. Therefore, thechannel, and collects control packets until the scannestas

handshakes are conducted in parallel with data transmssids task.

However, for design simplicity, each node is only allowed to cpac aggregates scanning results from neighbors for
have at most one valid outstanding reservation [12]. better detection of incumbent operators. It extends thedrea
Note that the RTS packet can carry more than one resouframe format used in 802.11 with a bitmap field that carries
block to convey more spectrum usage information to the riecal scanning results. A bit represents the occupancysstdt
ceiver. However, the more information RTS carries, the @ighthe corresponding TV channel, with 0 for occupied and 1 for
will be the overhead on the control channel, and potentialgmpty. In our case, CMAC can use up to 30 TV channels from
higher loss rate. Our simulation study shows that using 1-€hannel 21 to channel 51 (except channel 37) [16]. The bitmap
resource blocks works best in most cases. field, therefore, requires 4 bytes to reflect the activitieshie



UHF spectrum. Each node transmits the beacon message eveifyhe node proposes several candidate resource blocks to
beacon interval (typically 100—200 ms). A node receivinthe receiver for reservation; such decisions are made based
a beacon message updates the stored scanning resultorbyts packet queue, the spectrum usage, and the perceived
applying a bit-wise AND operation. contention intensity in its vicinity. This decision trigge

4) Time Synchronization: CMAC performs spectrum allo- CMAC to initiate a handshake procedure. b-SMART at the
cation via a reservation-based mechanism; hence it is criteceiver updates and finalizes the resource block parasneter
cal to ensure that the nodes have synchronized clocks. Fh&equency, bandwidth, start time, duration - based on its
timestamp field in the aforementioned beacon messagerésource allocation matrix.
used for time synchronization. The timestamp field is 64 bits As mentioned earlier, a resource block is specified using
and offers microsecond time resolution. To synchronize tfieur parameters: the starting frequengy the bandwidthA f,
system clock, upon receiving the beacon, the node recotte starting timet,, and the time duratior\t. Intuitively, this
its local time, T, extracts the timestamp fields, estimates can be viewed as a rectangular block in the time—frequency
the transmission time of the beacdnand then synchronizesspace. The proposed method first decides the size of the,block
its system clock by addingT's + t) — T7.. To avoid cyclic as specified byAt and Af, and then decides how to place
synchronization, nodes only synchronize to the fasterkcloc the block in the time—frequency space. A simple placement
the system. The accuracy of time synchronization is aftectstrategy is adopted in our current implementation: The kbloc
by the interrupt handler and the estimation of propagatids placed at a position that results in the smallest finishing
delay, which vary across different systems. In our systemime, ¢, + At; ties are broken randomly.
nodes make reservations only with their one-hop neighbors\we now focus on the problem of deciding the shape of the

Therefore, we need to focus on the clock skew among ongiock, (At, Af). Two key guidelines are used in making this
hop neighbors. As shown in [8], [11], the clock skew amongecision:

nodes within one hop can be controlled to less thas Lising
beacon messages.

5) Bootstrap: To join the network, a new node performs
the following operations. It first uses the scanner to gesera
a list of unused TV channels, and at the same time tunes the
reconfigurable radio to the control channel, waiting fordmea
messages from other nodes for time synchronization. Aft
scanning completes, the node combines the scanning results
obtained from beacons, and sends out a beacon frame every
beacon interval.

(1) We requireAt to be large enough to amortize the incurred
overhead in the control channel for reservation, such that
the control channel does not become the performance
bottleneck; that isAt > T,,,. The exact formula for
T,.:n Will be described shortly afterwards.

ég) We want Af to be large enough to achieve a high
data-rate, but in order to maintain fairness, it should
not exceedB/N by too much, whereB is the total
available bandwidth andv is the number of concurrent
transmissions in the interference range.

D. b-SMART: Distributed Spectrum Allocation over White  petermining the value oh f poses an interesting challenge.
Spaces It is fairly intuitive that when there are only few potential
b-SMART, which is an adaptive resource allocation engingpncurrent transmissions, each one should use a large band-
is a core component of KNOWS. It provides the intelligencwidth to avoid wasting the resource. However, when there are
for efficiently packing communication in time, frequencpda a number of users, it might not be as straightforward as to why
space. The goal of b-SMART is to maximize the spectrumie want to divide the spectrum among all concurrent users,
utilization while being fair to all users. instead of allocating the total spectrum to only one user at a
b-SMART is invoked at a sender node when it is not activeme. We provide three justifications for dividing the spaot
transmitting any packet, and when it senses the controlretaninto segments of smaller bandwidth when the number of users
to be free. The node first examines the status and the outjsutarge.
packet queues for each of its neighbors, to decide whether ifFirst, a smaller bandwidth decreases the physical-layer da
should initiate a reservation. A neighbor is considegiégible rate and increases the data transmission duration. Thalbver
if it does not have an outstanding reservation, and the ogpectrum efficiency, however, is increased due to the reHuce
put packet queue for this neighbor has accumulated enoyggrcentage of signaling overhead associated with every dat
packets to amortize the control overhead, or the queue hemsmission. For example, suppose there is a fixed ;200
timed out for packet aggregation (to avoid excessive delaygverhead associated with each transmission and the actizal d
In order to ensure that the control channel does not becotm@nsmission takes 200s in a 1 MHz band and 100s in a
a bottleneck, our protocol ensures that (unless a queues tikeMHz band. Then two parallel transmissions in two 1 MHz
out), every transmission has a minimum duration length whéands yields an efficiency of 67%, whereas a transmission in
the smallest possible bandwidth is chosen. We denote thise 2 MHz band yields an efficiency of 50%. Second, the fine
minimum transmission duration b¥,,;, and explain our control of bandwidth provides an adequate number of channel
choice for this parameter later in this section. To maintagnd offers high accessibility to the spectrum. The dynamic
fairness among neighbors we currently implement a rounspectrum allocation, therefore, achieves better delayjitted
robin scheduler to elect an eligible receiver. performance, which is preferable for TCP traffic. Finallyet



reduced bandwidth allows more parallel transmissionsciwvhidynamics. For example, if a transmission created by two new
reduces contention in the control channel. nodes becomes active, other nodes learn the transmissén af
We now show how we apply the two rules to determinthe corresponding nodes finish the first handshake.
(At,Af). Due to hardware limitations, the reconfigurable Initially, when new nodes join the KNOWS system, it takes
radio can only work with a limited number of bandwidththem a time period, which we call the “learning period”, to
options, say,b; < by < ... < b,. Hence Af has to learn the existence of contending transmissions. The teoigt
be within this set of finite choices. We first examine théhe learning period depends on the number of new nodes and
bandwidth option just exceeding/N, sayb;. Then we check traffic patterns. We quantify the value of the learning petrio
the length of the queue to the receiving node and estimate tiging simulations in Section IV.
transmission duratiomd\¢t when using a bandwidth of; for 3) Fairness: Since the reservations contend in the control
communication. If the resulting transmission duratidhis at channel via a mechanism adopted from 802.11, KNOWS
leastT),,, then this paifAt, Af) is determined. Otherwise, preserves long-time access fairness properties similaheo
b-SMART checks the next smaller bandwidth option, and smmes of IEEE 802.11. Thus, for scenarios in which all nodes
on. Note that b-SMART can apply the iteration above tare within radio range of each other, KNOWS can provide

generate multiple candidates @ht, Af) at the sender. flows with the same access right to the control channel as
1) Setting T),,:,: We introduce long as the number of transmissions does not excgeg..
A B As a result, all flows will roughly receive a fair share of
Crnaz = by (1) resource blocks. In case of > Cinaz, KNOWS may suffer

from a known fairness problem of the back-off protocol more
#han IEEE 802.11. A node that has just finished transmitting
has a higher chance of recapturing the channel than other
nodes, because its back-off window is smaller and hence, its

Toin = Conaw - Ty = B T, ) probability of sending an RTS is higher. While in a single-

by channel IEEE 802.11 environment, there is always only one

whereT, is the time required for handshake on the contrsluch favored transmission, there can be ug'ig,, many of
channel. From this, it is seen that supporting a wider daiiaem in the KNOWS system, which can aggravate the fairness
spectrum requires a largét,,;,,. problem if N becomes large.

The reason for our settirgj,,;,, as shown in Equation (2) is
the following. The maximum rat&;, at which reservations are
generated, i$/7,. R, is also the rate, at which the nodes leave The KNOWS system consists of the hardware platform,
the control channel and start transmissiond.,,;,, is the rate, CMAC and b-SMART, a spectrum allocation engine. Nodes
at which a pair of nodes finishes transmissions and returnscmnstantly maintain the current spectrum usage informatio
the control channel. If the spectrum is fully utilized, thés a RAM. The RAM is used by b-SMART to adaptively assign
a total of C,,,, parallel transmissions. Hence the returningesource blocks to each node in the network. CMAC conveys
rate R, is Craz/Tmin- TO prevent the control channel fromthe reservation to the neighbors of the sender and the ezceiv
becoming a bottleneck, the rate of generating handshakes,
should exceed the returning rat®,.

2) A low-complexity method for estimating N, the number We are building a prototype of the KNOWS system, which
of digoint transmissions. As mentioned earlier, the proposedve plan to deploy for conducting field experiments. We have
adaptive resource allocation methods hinges criticallgrup currently implemented the radio design in the development
parameter, N, which is the number of disjoint transmissionsboards, and conducted experiments to examine the function-
This quantity depends on network topologies and user traffitity of the scanner in the San Diego area.
patterns, and varies over time. The computation cost, hemev
has to be minimal, since such computation is repeated in a ffve
time scale (10s of ms). Figure 5(a) and Figure 5(b) show the development boards

We propose to use the number of valid resource blocks the scanner radio and the reconfigurable radio respbgtiv
in the local resource allocation matrix, as an approxinmatiol he interface to the host computer is USB. Figure 6 shows one
of N. Note that in our system no user is allowed to haveample output of the scanning operations conducted in the Sa
more than one outstanding reservation. A reservation that iDiego area. The scanner measures the signal strength of the
not expired means that either the corresponding nodes apectrum. Figure 6(a) shows one detected DTV pilot tone and
currently transmitting or waiting for their reserved blécktart the peak, average and minimal signal strength in the sliding
time to arrive. Such approximation can effectively track th6 MHz-wide window. Figure 6(b) illustrates the aggregated
number of disjoint transmissions especially when the flowsformation for the whole TV bands using the accumulated
are long-lived and have enough packets. peak and average values. We save all white spaces that are

This approximation method is distributed and easy to corfarger than 1 MHz and display white windows with at least 5
pute. Furthermore, the method is responsive to user arfittraMHz bandwidth. Our measurement results confirm that the

whereb, is the smallest bandwidth supported by the reconfi
urable radio. The quantitg,,.. is the maximum number of
parallel transmissions. We deri,,;,, as follows:

E. Summary

IIl. | MPLEMENTATION STATUS
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Fig. 6. Sample Scanning Results in the San Diego Area

TV spectrum is fragmented especially in the metropolitgoriority. Finally, the MAC module constructs the RAM for b-
areas, while, in rural areas, more contiguous spectrum SMART to ascertain the spectrum usage information and the
available [6]. availability of the destination node.

B. MAC Protocol IV. SYSTEM EVALUATION

We have taken several steps to implement CMAC and b-We implement the KNOWS system in QualNet and evaluate
SMART. First, for each chip on the board, we develop thigs performance in three phases. First, we microbenchnmark t
HAL (hardware abstract layer), which provides the MAC witlthroughput performance of KNOWS. We validate the formula
handles to configure the radio parameters and to control tieecalculateT;,,;,, and then evaluate the effectiveness of the
operations of the development board. The low-layer fumstio adaptive spectrum allocation algorithm in b-SMART using
such as the scanning algorithm, are loaded in the on-bodid »t®th TCP and UDP flows. Second, we study the throughput
processor, which runs an embedded operating system. Secg@edformance of KNOWS in single-hop networks, and compare
we develop a device driver to implement the control logiit against SSCH [17], which is a recently proposed multichan
in CMAC, for example, 3—-way handshake, data transmissiamel MAC. Finally, we study KNOWS in more complicated
time synchronization. We plan to modify the packet format ascenarios, such as in multi-hop networks, and with mobility
cordingly and reuse some of the source code for implementingiMe modified QualNet to handle variable frequencies and
the 802.11 MAC. Third, to avoid modifications to the networkandwidths. Note that for the same physical-layer encoding
stack, CMAC maintains a queue buffer for each neighba@cheme, the data rate is proportional to the allocated band-
and one separate queue for broadcast packets. The addnegth [9]. In all our experiments, we use the bandwidth model
of the neighbor is obtained by peeking into the IP header. Thwat delivers 1.2 Mbps for each 1 MHz. The bandwidth options
broadcast packets are sent on the control channel with @higprovided by our radio prototypes are 5 MHz, 10 MHz, 20



MHz and 40 MHz. Further, we incorporate 1086 as the time  Figure 8 shows the system throughput of UDP and TCP
to change the frequency, the bandwidth or the power levéiaffic as the number of flows)N, varies from 1 to 22.
We derived this value from measurements taken on our radibe flows are disjoint and backlogged. All nodes are within
development board. We also set the control channel to be@mmunication range of each another. The results show that
MHz wide, which corresponds to a data rate of 6 Mbps. any fixed allocation schemeannot suit all flow populations.

. On the other hand, b-SMART effectively tracks the best
A. Design Parameters options among the possible fixed allocations.

We first verify the formula foff’,,;,, that a backlogged client  Specifically, whenN is small, the allocation that offers
should take to transmit data packets. We place all nodesnwittarger bandwidth achieves higher throughput because tie ov
the communication range of each other and set up disjoslt spectrum is better utilized. For example, when there is
UDP flows between them. Two flows are considered disjoiphly one flow in KNOWS, the fixed allocation with 40 MHz
if they do not share either endpoint. segments achieves the best performance. As the number of

1) Thnin: As described in Section I}, = Chas - 1o, flows increases over 16, fixed allocation with 5 MHz band-
where T, is the time overhead of the handshake proceduwdth achieves the highest throughput, which is approxatyat
on the control channel’,,,,., denotes the maximal number 0f21% and 40% greater than the one with 40 MHz using UDP
parallel transmissions on the available spectrum of thal toand TCP flows, respectively. The key reason is that with
bandwidthB. Note thatC,,,, = B/b; andb; is 5 MHz, the enough flows, the smaller bandwidth, corresponding to the
smallest bandwidth offered by the reconfigurable radios. Viawer data rate, prolongs the data transmission duratiah an
validate the formula in Figures 7(a) and 7(b). thus reduces the ratio of signaling overhead (e.g. intamé&

In the first experiment, we increasg,,,,, which corre- spaces, and acknowledgements) in each spectrum segment.
sponds to increasing the amount of available spectrum. FoCansequently, the overall efficiency is improved. Movegver
given Cy,q., We simulateC,,,., flows, each carrying 6 MHz the smaller bandwidth options offer the flexibility for cagi
traffic to saturate one 5 MHz spectrum segment. Ideally, as wéth fragmentation in the licensed spectrum and exploiting
increase’,,, ., more spectrum resource is added to the systeagolated small segments in the spectrum.
and KNOWS should deliver proportionally higher throughput. Note that with TCP flows, the proposed spectrum allocation

Note that if T,,,;,, is set to 2@ns, the system throughput algorithm is not exactly accurate at the bandwidth tramsiti
increases proportionally a€’,,., increases from 5 to 55. point, such as when the number of flows is 4 or 8. The reason
In this case, KNOWS is able to fully utilize the availablestems from the property of TCP traffic, which introduces shor
spectrum. Whery,,,;,, is set to 5ms, the system throughput ACK packets. Our approximation counts all valid reserva-
does not increase further aftér,,,, grows over 14. This tions, including those for TCP ACKs. The algorithm makes a
occurs because the control channel becomes the bottleneskservative decision on the bandwidth, consequentlycesiu
and it fails to generate enough resource blocks to consuthe spectrum utilization in line with the system throughput
the available spectrum. We refer to tldg,., at 14 as the However, since the duration of spectrum usage for ACKs is
saturation point Cs,;. TheT},;, settings of 10ns and 15ms rather small, the approximation is effective in most cases.
show a similar trend, while supporting larger value @f,;, Figure 9 quantifies the learning period of KNOWS, which
which is 25 and 36 respectively. This clearly indicates thi the time taken by nodes to recognize one another and adjust
Tnin determines the overall bandwidth KNOWS supports. their bandwidth accordingly. The duration of the learning

In the next experiment, we validate our formula by plotperiod depends on the number of joining nodes, and the traffic
ting Tonin /T, versusCsy,: for over 45 different scenarios intype. In general, with backlogged UDP flows, the learning
Figure 7(b). As predicted by our formula, both these valuggriod is short and it takes less than 10 ms to accommodate
are nearly equal in all the scenarios. Hell¢g, = T,in/T,. 20 flows. It takes longer to learn TCP flows, approximately
KNOWS setsT;,;, to support the entire available spectrum80 ms for learning 20 flows. The reason is that the handshake
that is Csqt = Chnag- Based on the scanning results angd protocol and the slow start mechanism used by TCP generates
the value ofT,,;, can be derived. a small amount of packets when the flows initiate transmis-

2) b-SMART's Spectrum Allocation Algorithm: We now sions. To learn the contention intensity, our approxinmatio
analyze the throughput achieved by b-SMART’s adaptive-spaequires flows to use the resource block with;,, duration.
trum allocation scheme compared to fixed spectrum alloeatidrhis usually happens after slow-start and when the corggesti
We also quantify the duration of time taken by nodes to adapindow of TCP increases beyond a threshold. As a result,
to changes in spectrum usage, which we call the learnikgNOWS takes a longer period to discover contending TCP
period. We consider an 80 MHz-wide contiguous spectrurfiows.

With the bandwidth options provided by our radio platform, )

the spectrum can be used as 2 segments of 40 MHz, 4 segmEnt§enchmarking Throughput Improvements

of 20 MHz, 8 segments of 10 MHz, or 16 segments of 5 MHz. We now quantify the throughput achieved by KNOWS. We
We run CMAC with these fixed allocations, and compare th@ace all nodes in communication range of each other, and set
performance to KNOWS with the adaptive spectrum alloc#he flows to be always backlogged. The total vacant spectrum
tion. is set to 80 MHz wide, which is approximately half of the
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Fig. 11. Throughput Performance with Non-Disjoint Flows

entire UHF spectrum. We run KNOWS in both fragmentettansceivet. SSCH assigns a pseudo random seed to each
and contiguous spectrum. In the first case, the spectrumnizde. The node switches across channels based on the hopping
fragmented by incumbent TV signals and all the vacant bansisquence generated by the random seeds. By synchronizing
are one TV channel wide, i.e. 6 MHz. The contiguous casme or more random seeds, SSCH ensures two nodes to meet
offers 80 MHz spectrum without any overlapping incumberdn certain channel(s) and exchange packets. In this cadesno
operation. For comparison, we simulate SSCH, which is SSCH hop across the vacant TV channels. As a reference,

designed to utilize multiple pre-defined channels withe

1We do not know of any MAC protocol that is designed for our cagtiodel
of one transceiver and one receiver.
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UDP Flow —— e
80 - TCP Flow - T flow.
2 70F x/x . In case of contiguous spectrum, the system throughput
§ 60 | X . quickly reaches the maximum throughput. This is because
£ sk 4 the adaptive spectrum allocations effectively manages the
i 40 F X i bandwidth across contending nodes. When the spectrum is
é 30 - < 4 fragmented, KNOWS takes more time to fully utilize the
3 ol _ available bandwidth. This can be explained by senders or
ok K i receivers shared by different flows, which in turn reduces
0 z P e e e N the possible number of parallel transmissions. Howevete no
2 4 6 8 10 12 14 16 18 20 22 that KNOWS still outperforms SSCH because of the reasons
# Flow described earlier.
Fig. 9. Time for KNOWS to learn of the neioghbors’ spectrum esagd . .
traffic patterns C. Multiple-hop Networks and Mobility
We now evaluate the performance of KNOWS in multi-hop
90 L B S networks. We first quantify the throughput improvements in a
80 - g TR R multi-hop chain network. We then consider a large-scalehmes
2 70 . ' e . network and compare KNOWS using fixed bandwidth allo-
S wl / § cations with using the adaptive spectrum allocation scheme
ol " i Finally, we present the impact of mobility on the performanc
2 ol P | of KNOWS in a multi-hop ad-hoc network.
i w0k " *xxxxx ) 1) Chain Network: We.set up a chain network where
LA o x‘/’x//X'rVX_S»i:gleTVChannel L packets originate at the flrst_ pode and are forwarde_d to the
s X e SSCH - last node. To explore the ability of KNOWS in coordinating
0T sl KNOWSin Fragmented Spectrum 1 spectrum usage, we place all nodes in communication range
00 a4 6 5 10 12 14 15 s of each other. Figure 12(a) plots the system throughput of
#Flows KNOWS in the fragmented and contiguous spectrum on in-
Fig. 10. System Throughput with Disjoint UDP Flows creasing the number of nodes in the chain from 2 to 18.

KNOWS in the contiguous spectrum achieves significantly
higher throughput than the fragmented case. The adaptive

we also run 802.11 MAC in one common TV channel. spectrum allocation takes effect with the contiguous spect

1) Disoint UDP Flows: We first study the throughputand grants bandwidth to nodes based on the instantaneous
as the number disjoint UDP flows increases from 1 to 16umber of parallel transmissions required to opporturadi
Figure 10 shows the system throughput. KNOWS utilizes akploit the spectrum. KNOWS in a fragmented spectrum
vacant TV channels in the fragmented spectrum when increastains much higher throughout compared to SSCH as the
ing the number of flows in the system. Within contiguouaumber of nodes in the chain increases, since KNOWS makes
spectrum, nodes in KNOWS adjust their bandwidth baséetter spectrum allocation and scheduling decisions.
on the experienced contention intensity. For example, when2) Mesh Network: We consider a multihop network with
there is only one flow in the system, KNOWS assigns it thE00 nodes randomly placed in a 500 m x 500 m square. The
maximum bandwidth offered by the cognitive radio, i.e. 48odes form a mesh network and transmit packets at 10 dbm.
MHz. As we increase the number of flows in the networkje randomly select source-destination pairs, and use DGR [1
each flow uses a smaller bandwidth. to discover routes. Figure 12(b) shows the system throughpu

As shown in the figure, KNOWS achieves much highesf KNOWS on increasing the number of flows in the network
throughput than SSCH. There are two primary reasons for tfee different spectrum allocation schemes. Figure 8 shows
increased throughput. Firstly, the adaptive spectruncation that the performance in a mesh network follows a similar
enables nodes to tune the bandwidth based on the numisend as in the single hop case. Generally, the allocatidh wi
of disjoint flows. On the other hand, any MAC design usintarger bandwidths delivers high performance when theravis |
fixed channels cannot adjust the bandwidth to opportumisfic contention. With more contending nodes, the allocatiorh wit
exploit the contiguous spectrum. Secondly, KNOWS leveragemaller bandwidths creates more parallel transmissiond, a
the extra receiver to perform more optimal spectrum schedttus attains higher throughput. We also measured the impact
ing than the randomized scheduling used by SSCH. of KNOWS on existing routing protocols. The average number

2) Non-Digoint Flows: We now benchmark the throughputof hops discovered by DSR using KNOWS is close to that in
on increasing the number of non-disjoint flows, i.e. flow802.11 MAC with the single TV channel. The hop count is
that may share the same sender or receiver. Figure 11(a) arftlon average in this case.
Figure 11(b) shows the aggregate throughput of UDP and TCP3) Mohbility Effect: We now study the impact of the mobility
traffic respectively, as the number of flows increases fromdh KNOWS. We set the multi-hop network similarly but allow
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60 . . . . . channels to obtain higher data rates. Moreover, in the TV

% W spectrum, the spectrum is fragmented by the incumbent sig-

nals, leaving various sizes of spectrum segments avaifable

E wf i sharing. The adaptive spectrum allocation adopted by KNOWS
% deviates from this channel concept. The operating frequenc
% 30 1 i and the bandwidth is adaptively determined based on local
2 0} ] information.
= We use a narrow-band control channel for disseminating
10 - T spectrum usage information. In contrast to systems that use
0 , , KNOWS ——— a central spectrum controller with global knowledge of user
0 02 04 06 08 1 12 activities and spectrum allocations, KNOWS uses a disteithut
Speed (in m/s) approach for efficient spectrum sharing. Each node corigtant
Fig. 13. Impact of Mobility on Throughput listens on the control channel to keep track of spectrum

availability in real time. In recent work [12], we have expd

the tradeoffs involved in separating control traffic fromaja
nodes to move using the Random Waypoint Model. In thighd use the results to set the control channel bandwidth %o be
model, each node selects a random point, and moves towardg@iz. Our current design uses a 5 MHz band in the unlicensed
with a speed chosen randomly from an interval,. .. Vinaz]:  1ISM spectrum (902-928 MHz) as the control channel.
Upon reaching its destination, the node moves to a newwe note that using one fixed control channel raises security
destination after it pauses for a random period betweencBncerns. The nodes in KNOWS cannot operate in the TV
and 10 seconds. We sk, at 0.01 m/s and vary th&,... spectrum if the control channel is occupied or jammed. To
from 0.2 to 1.2 m/s. Figure 13 shows the system throughpdiprove the robustness, we are investigating the use of a
of KNOWS with 10 flows when run for over 6 minutes.common hopping sequence to build the control channel. The
KNOWS experiences minor throughput degradation due gntrol channel can hop across the vacant TV channels ac-
route maintenances and conflicts in spectrum reservatiogsrding to a negotiated sequence at a coarse-time leverédev
However, the impact is not significant, even with a reasgnabdeconds). Hence, the single point of failure caused by using
high mobility of 1.2 m/s. a single control channel can be largely reduced. In addition
V. DISCUSSION the control chann_el i; differgnt from the frequency ban.ctiuse

for data communications. Different bands may have differen

We discuss some design choices made for KNOWS apghpagation proprieties, especially in terms of the traasion

some directions for future work. range. We are conducting experimental studies using our

In this paper, we propose a new scheme for adaptive_SF’ﬁPototype radios to quantify the effect of transmissiongen

method of spectrum allocation, which divides the availablgork [12].

spectrum into fixed channels of equal bandwidth. For example

in IEEE 802.11a, there are 13 orthogonal channels of 20 MHz VI. RELATED WORK

bandwidth. This fixed channelization structure is simpld an We summarize and compare prior work relevant to KNOWS
incurs low implementation cost. However, such a structureainly from the spectrum sharing perspective, which defines
creates hard boundaries for utilizing the entire specttOme how the vacant spectrum should be shared among unlicensed
implication is that it prevents users from bundling vacantsers.



There are two different approaches for supporting spectriand a reconfigurable transceiver. b-SMART maintains up to
sharing: centralized control and distributed coordirmatitn  date information about the spectrum usage of all its neigh)bo
the centralized control category, IEEE 802.22 [4] is thet firand stores it in a RAM. CMAC uses the RAM to dynamically
standardization effort to define unlicensed operationkéritv  decide on the portion of the spectrum to use for a given
spectrum. In 802.22, a base station serves multiple Consurnoemmunication. CMAC also enables a spectrum reservation
Premise Equipments (CPEs) and determines the availabflityscheme in addition to the virtual sensing approach of IEEE
a TV channel by combining scanning results from the CPBE302.11. Using simulations, we have shown that KNOWS
The base stations are allowed to combine three contiguaignificantly increases the capacity when compared to IEEE

TV channels to generate an 18 MHz-wide operating bang802.11 based systems.

Two other centralized systems are DIMSUMnet [13] and
DSAP [20]. In DIMSUMnet, the spectrum brokers coordinate
spectrum usage in relatively large geographic region; idBS [
[20], the centralized controller manages the spectrumsadog 2]
offering long-term leases to secondary users. In contoatbtet  [3]
above systems, KNOWS is based on distributed coordinationd
and is not lease based. {5}
Within the distributed category, several MAC protocolséav [6]
been proposed to utilize the overall spectrum. Howeveméo t [7]
best of our knowledge, all of them are based on static, evenly
divided channels. For example, SSCH [17], MMAC [19], and[g]
LCM-MAC [15] use a single radio to exploit multiple fixed
channels. DCA [21], xRDT [15], HMCP [18] are proposeql[g]]
to use multiple channels in parallel with multiple radiofieT
existing MAC solutions assume a fixed channel as the default
spectrum allocation unit. However, channels are not wi “1]
defined in the TV bands due to the dynamic nature of white
spaces. Should the bandwidth be the size of a TV chanfel
or should it be smaller or larger? Where should we set the
center frequency? These questions have motivated KNOWS1g
reconsider the essence of spectrum allocation. In our rsyste
nodes adaptively utilize different frequencies and baddtwi (14
based on spectrum availability and contention in the networ
Several MAC proposals have addressed different issueslipl
cognitive radio networks. HD-MAC [22] maintains conneetiv 4
ity in a large network using a set of control channels, where
each control channel manages a different local group. THig!
is in contrast to using a global control channel. Coordorati
between local groups merges different groups into a cordectis)
network. In contrast, KNOWS uses a narrow channel in the un-
licensed band as the common control channel. DC-MAC [Zﬁb]
conducts a theoretical study to derive decentralizedegfies
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