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Abstract 
In this paper we present a dereverberation algorithm for 
improving automatic speech recognition (ASR) results 
with minimal CPU overhead. As the reverberation tail 
hurts ASR the most, late reverberation is reduced via 
gain-based spectral subtraction. We use a multi-band 
decay model with an efficient method to update it in real-
time. In reverberant environments the multi-channel ver-
sion of the proposed algorithm reduces word error rates 
(WER) up to one half of the way between those of a mi-
crophone array only and a close-talk microphone. The 
four channel implementation requires less than 2% of the 
CPU power of a modern computer. 
 
Introduction 
The need to present clean sound inputs to today's speech 
recognition engines has fostered huge amounts of re-
search into areas of noise suppression, microphone array 
processing, acoustic echo cancellation and methods for 
reducing the effects of acoustic reverberation.  
Reducing reverberation through deconvolution (inverse 
filtering) is one of the most common approaches. The 
main problem is that the channel must be known or very 
well estimated for successful deconvolution. The estima-
tion is done in the cepstral domain [1] or on envelope 
levels [2]. Multi-channel variants use the redundancy of 
the channel signals [3] and frequently work in the cep-
stral domain [4].  
Blind dereverberation methods seek to estimate the in-
put(s) to the system without explicitly computing a de-
convolution or inverse filter. Most of them employ prob-
abilistic and statistically based models [5]. 
Dereverberation via suppression and enhancement is 
similar to noise suppression. These algorithms either try 
to suppress the reverberation, enhance the direct-path 
speech, or both. There is no channel estimation and there 
is no signal estimation, either. Usual techniques are long-
term cepstral mean subtraction [6], pitch enhancement 
[7], LPC analysis [8] in single or multi-channel imple-
mentation.  
The most common issues with the preceding methods are 
slow reaction when reverberation changes, robustness to 
noise, and computational requirements.  

Modeling and assumptions 
We convoluted clean speech signal with a typical room 
response function and processed it trough our ASR en-
gine, cutting the length of the response function after 
some point. The results are shown on Figure 1. The early 
reverberation practically has no effect on the ASR re-
sults, most probably due to cepstral mean subtraction 
(CMS) in the ASR engine front end. The CMS compen-
sates for the constant part of the input channel response 
and removes the early reverberation. The reverberation 
has noticeable effect on WER between 50 ms and RT30. 
In this time interval the reverberation behaves more as 
non-stationary, uncorrelated decaying noise )( fℜ : 

)()()( ffXfY ℜ+=     (1) 
We assume that the reverberation energy in this time 
interval decays exponentially and is the same in every 
point of the room (i.e. it is diffuse). Our decay model is 
frequency dependent: 
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where T is the frame duration, n is the current frame 
number, N is the number of frames where we do not 
want to suppress the reverberation (~50 ms/T), )( fα  is 
proportional to signal-to-reverberation-ratio (SRR) and 

)( fτ  is the decay time constant.  
 
Model parameters estimation 
Estimation of two decay parameters per frequency bin (α 
and τ) would consume too much CPU time and would 
need longer time for converging. Therefore we estimate 
the decay ratio and time constant in L frequency 
subbands, separated by cosine-shaped, 50% overlapping 
weight windows with logarithmically increasing width 
towards higher frequencies. The parameter estimation 
happens when we have a pure reverberation process: 
after the end of the word and only if the pause to the next 
word is longer than RT60. We use a Gaussian probabilis-
tic based speech/non-speech classifier [9]. We keep the 
energy in each subband for the last K=RT60/T frames and 
interpolate with ],[,)~/exp()( KNkBkTAkS ∈+−= τ . We 
have as unknowns A, B and τ~ and because K>3 we 



solve the over-determined non-linear system of equations 
using Gaussian minimization with minimum mean 
square error as criterion. Here B is the noise floor, τ~  is 
the decay time constant and the SRR parameter is com-
puted as 

NnYSA
−

= /~α . Estimated momentary parameters 
are reflected in the decay model: 
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where Aτ is the adaptation time constant and l is the fre-
quency subband. The values of the decay model parame-
ters for all frequencies are computed using linear interpo-
lation between the L estimated points. 
 
Reverberation reduction 
Based on the assumption that the reverberation in the 
time interval of interest already behaves as non-
correlated noise we use spectral subtraction for optimal, 
in the sense of minimum mean square error, reverbera-
tion reduction: 
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Here )( fSℜ  is estimated according to (2) and [ ]1,0∈β  
is used to set the suppressed portion of the reverberation.  
 
Results 
This algorithm was implemented as microphone array 
preprocessor. The multi-channel implementation uses the 
same decay model for all channels, the SRR is estimated 
separately for each channel. We recorded a control set of 
2700 words in anechoic chamber, office, conference 
room and lecture room, varying the reverberation time,  
the noise level and the distance. The source speech was 
generated by a B&K mouth simulator. For recording 
were used a close-up microphone and a 196 mm linear 
microphone array with four cardioid transducers. The 
system works with 16 kHz sampling rate, 16 bits preci-
sion and 20 ms audio frames. The decay model was es-
timated in four frequency subbands. The latest ASR from 
Microsoft was used. The results are shown in Table 1.   

Table 1. WER in % for different conditions 
Conditions Dist. MA MA+DR Close-up 
Chamber 1.5 m 4.1 4.8 3.3 
Office 1.2 m 7.1 5.9 4.2 
Conf. room 2.5 m 15.7 12.1 4.1 
Lecture  room 3.2 m 12.4 8.1 6.7 

 
Comments and conclusions 
Reverberation reduction is non-liner processing and in-
troduces some WER degradation in the anechoic cham-
ber conditions where is no reverberation to remove. In 
the presence of reverberation it reduces the WER for 
microphone array plus dereverberation (MA+DR) up to 
one half of the way between a microphone array only 
(MA) and close-up microphone (Close-up). The designed 
dereverberation algorithm is computationally efficient: 
the four channel implementation uses less than 2% CPU 
time on modern computers.   
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Figure 1. Late reverberation effect on ASR.


