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Abstract

Machine reading can be defined as the automatic
understanding of text. One way in which human
understanding of text has been gauged is to medkere
ability to answer questions pertaining to the tekt this
paper, we present a brief study designed to exgiore a
natural language processing component for the rétog

of textual entailment bears on the problem of amsge
questions in a basic, elementary school reader. An
alternative way of testing human understanding iadsess
one's ability to ask sensible questions for a giteeth. We
survey current computational systems that are dapab
generating questions automatically, and suggest tha
understanding must comprise not only a grasp ofaséim
equivalence, but also an assessment of the impartah
information conveyed by the test. We suggest that
observation should contribute in the design of aerall
evaluation methodology for machine reading.

I ntroduction

Machine reading can be defined as the automatierund
standing of text. The question being raised in this
workshop is how to leverage the tools that haven lokee
veloped in Natural Language Processing (NLP), i.e.,
parsing, semantic role labeling and text categtidmaand
the recent advances in machine learning and priitabi
reasoning, in order to improve automatic text ustiard-
ing. The question not raised in the workshop psapo
however, is how to evaluate whether and when auioma
text understanding has in fact improved.

One obvious method of evaluating machine reading is
test the machine as we do humans, by determining ho
well a system performs on a standard set of testtéguns.
Such an approach was explored in Project Halo kel
et al. 2004). Focusing on the NLP tools develapeuan-
dle textual entailment, we will describe a briefdst
intended to test how useful such a tool is in aqaahing
what should be a simple task for a reading maclaine:
swering questions from a grade school reading book.
Answering questions at this grade level is inténgdbe-
cause the questions do not presuppose extensive wor
knowledge, but rather, the questions often testmom
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sense knowledge, keeping the task for machinemgadi
focused on reasoning capabilities rather than eratiyui-
sition of complex bits of world knowledge.

We will first describe the tools that we have depeld
for handling textual entailment, a component whsch
typically assumed to be an integral part of texdarstand-
ing; these tools leverage both NLP and machineiegr

While the tools we have built are among systems tha
perform very well on a standard test suite foruaken-
tailment, we note that the ability to answer fgsade
reading questions is passable (given correct amapheo-
lution), but the ability to answer questions atdgréevel 2
is already poor. This is due in part to the faet the ma-
terial for answering the questions at level 2 tgflicspan
several sentences, and in part due to the neexkfensive
anaphora resolution, well beyond pronominal cosafee,
and the recovery of understood arguments.

We will then discuss two additional areas whichare
particular interest to us in the area of machiraelireg:
machine-generated questions and the evaluatioraef m
chine reading. These two areas can be viewedasden
the following way: text generation algorithms allovany
guestions to be generated for any given input sestebut
many, if not most, of these do not strike a readereason-
able questions. We therefore propose that oneuaviem
evaluating machine reading might include an evauoaif
the questions that are automatically generatedestians
generated should be expected to be reasonablejdnus
onstrating some level of human understanding, aad n
merely a mechanical repetition of the input. Sach
evaluation method would reward systems that atteopt
synthesize information from multiple sentences and/
sources and that develop a set of beliefs repriegeat
target audience knowledge.

Basic Semantic Under standing:
Textual Entailment

Recognizing the semantic equivalence of two fragseh
text has proven to be both a critical componemtrotess-
ing natural language text and a great challeng®lfd?. In
the recent PASCAL Challenge Recognizing Textual En-



tailment (RTEJ, this task has been formulated as the prob-
lem of determining whether some text sentence &ilsnt
some hypothesis sentence H (see Dagan et al. 2Q@B)e
examples of Text and Hypothesis sentences are:

T: Eyeing the huge market potential, currently lbyd
Google, Yahoo took over search company Overture
Services Inc last year.

H: Yahoo bought Overture.

True

T: Microsoft's rival Sun Microsystems Inc. bought
Start Office last month and plans to ...

H: Microsoft bought Star Office.

False

T: Since its formation in 1948, Israel fought many
wars with neighboring Arab countries.

H: Israel was established in 1948.

True

T: The National Institute for Psychobiology in Ista
was established in May 1971 as ...

H: Israel was established in 1971.

False

As these examples show, correctly identifying whetiwvo
text segments are semantically equivalent or nohés
necessary facet of human or human-like understgndin
Another fundamental aspect of understanding, tligyatm
distinguish important vs. background, will be explbin a
later section.

MENT: Microsoft Entailment

Given that the RTE task presents us with pre-sedegairs
of sentences, MENT takes the approach of predidtilsg
entailment rather than attempting to predict troiément.
This approach is motivated by our earlier obseoveti
(Vanderwende and Dolan 2005) that twice as many RTE
test items could be determined to be False, thaa, using
syntax and thesaurus. MENT begins with logicairfor
representation of both text and hypothesis senggiite
which all the relations between syntactic depenigsnc
have been labeled. Our algorithm proceeds asisl(@e-
scribed in detail in Snow et al. 2006):

1. Parse each sentence, resulting in syntactic de-
pendency graphs for the text and hypothesis
sentences.

! http://www.pascal-network.org/challenges/RTE.

2. Attempt an alignment of each content node in the
dependency graph of the hypothesis sentence to
some node in the graph of the text sentence

3. Using the alignment, apply a set of syntactic heu-
ristics for recognizing false entailment; if any
match, predict that the entailment is false.

4. If no syntactic heuristic matches, back off to a
lexical similarity model, with an attempt to align
detected paraphrases.

This system was among the top performing systems in
RTE-2 (see Bar-Haim et al. (2006), for details) ands
representative of the state-of-the-art in systettesrgoting
to recognize textual entailment.

Reading Comprehension

In this section, we describe a brief study desigoesk-
plore the extent to which a textual entailment congmt is
useful in the task of answering the questionsgnaale
school reader. A priori, we do not expect to naecess to
extensive world knowledge, though the questionsvsho
that commonsense knowledge and reasoning is vech mu
targeted in these exercises.

Consider a story and questions targeting reading co
prehension at grade 1 level (Reading Comprehension,
grade 1, 1998, page 77):

See the boats! They float on water. Some boats $eilse
The wind moves the sails. It makes the boats gmy\ieo-
ple name their sailboats. They paint the name ersitte of
the boat.

Questions:
1. What makes sailboats move?
2.  Where do sailboats float?

As in RTE, we will manually choose the sentencesiai
submit to the textual entailment system. The sygiee-
dicts the correct answer for 2.

T: They float on water.
H: Where do sailboats float?

MENT computes the logical forms for each of these t
sentences (including basic anaphora resolutiohao t
"they" is coreferent with "boats") and computesdlign-
ment of the nodes in the hypothesis sentence todties
in the text sentence, as show below:

H: sailboat dsub float - locn - where

v 4 v
T: boat —~ dsub float — locn — water




No rules for detecting false entailment match, smd
MENT predicts True, indicating that this sentenoatains
the correct answer. Note that in addition to tak&ntail-
ment, simple pronominal coreference and lexical
synonymy were required in order to find the coradign-
ments.

For question 1, we chose the following pair oftsanes
to submit to the MENT system:

T: It makes the boats go.
H: What makes sailboats move?

For this pair of sentences, the correct alignmantstill be
established, and so the answer can be predicteectyy
but more nodes require lexical synonym lookup e
below:

H: what — dsub- cause- dobj- [move - dsub- sailboat]

v v v v
T: wind < dsub-— cause-dobj— [go —»dsub- boat ]

Now consider a different story, for grade 2, whiglspe-
cifically targeting the young reader's ability take
inferences (Reading Comprehension, grade 2, 1998):

A father sea horse helps the mother. He has a sak| or
pouch, on the front of his body. The mother seaddtays
the eggs. She does not keep them. She gives tkaete
father.

Questions:
1. What does the mother sea horse do with her eggs?
2. Where does the father sea horse put the eggs?

We choose the following optimal pairs of senterfoes
questions 1 and 2. For question 1, MENT is ableréalict
that this sentence is a good answer to the question

Question 1
T: She gives the eggs to the father.
H: what does the mother sea horse do with her eggs?

Question 2:
T: He has a small sack, or pouch, on the froni®bbdy.
H: Where does the father sea horse put the eggs?

For question 2, however, MENT rejects the pair alsd~
since there is no match for the verb associatelal tvé

aligned subject of the hypothesis (see Snow ¢2&06)
for details concerning heuristics), "having" andttmg"

are not synonyms. Furthermore, there is no matcthéo
object in the Hypothesis, "eggs". This type ofgfign,
which involves a chain of reasoning, is not appedpty
handled by textual entailment. Commonsense infaoma
of the type that can be extracted from dictionafies
Vanderwende 1995) plays a role in detecting thevaris
but basic reasoning capabilities are needed tbduglign
these sentences and discover the answer.

Note that it would be possible to search for thewaer
on the WWW and discover the correct answer by nginin
the information across a sizable set of sites pgnaach
which would likely be taken by a typical Question-
Answering system. However, given the expectatiah &
second grader can correctly answer question 2 wsityg
this text, without recourse to external materials,would
like to suggest that an information-mining approtxzh
machine reading does not actually address theprote
lem of machine reading, as the following example
illustrates.

Consider this example from a second grade réader

One night, not very far from here, a fox was loakfar
food ... But the sad thing was that there was no fodsk
seen.

The fox was getting very hungry.

"If I don't find something to eat soon," said tloa fo him-
self, "I shall die of hunger".

The fox looked in the bushes. He looked behindres.
He looked in the fields. He looked everywhere. Then
came to a well.

Question: Where did the fox look for food?

As proficient readers, we can easily answer thastjan:

in the bushes, behind the trees, in the fields,iarnlde well.
We choose the following pair of sentences to subaortite
entailment system.

T: The fox looked in the bushes.
H: Where did the fox look for food?

MENT predicts False, since there is a concepterhiy:
pothesis that is not aligned to any concept irteig
namely "food". This can be overcome by a systeoais
pable of recovering understood arguments.

2 The information that "sack" and "pouch" are thgidgl
subject of activities such as "hold, keep, carafi be
automatically identified from various dictionaryfuhétions.
% Excerpted from: The Fox and the Wold, HorsburdQ2®



The story continues:
The fox walked round the well and looked in. Sudgeine
stopped. There, in the water, was the reflectiothefmoon.
"Ho, ho, ho!" he laughed. "What a luckily littlexféd am!
Here | am thinking about buckets and ropes whdroint of
my eyes is some food. Someone has thrown a wheleseh
into the well ..."
The silly fox did not know that the cheese wasaiwese. It
was the reflection of the moon.

The student must now answer these questions:
What did the fox think there was in the well?
What did the fox really see in the well?

Even if we manually select the pairs of sentengesibmit
to the textual entailment, it is not clear what tiptimal set
of pairs is. Below are some possibilities, thonghpairing
will product the correct answer.

T: ... in front of [fox's] eyes is some food.
H: What did the fox think there was in the well?

T: Someone has thrown a whole cheese into the well.
H: What did the fox think there was in the well?

T: It was the reflection of the moon.
H: What did the fox really see in the well?

What the appropriate steps in the reasoning prooégst
be exactly is a matter for investigation, but itéstainly
clear that in this case, we must rely solely onititerpreta-
tion of this text in order to answer the questiorrectly;
no amount of searching or pre-processing of the wi#tb
produce the correct answer.

The importance of being important:
Question generation

Another method of testing reading comprehensionaind
improving human learning is by means of questidiras
This method of testing confirms that students hideeti-
fied the main ideas and indicate which part oflézening
material is important and worth testing (see, €8ang et
al. 2005). In this section, we describe severaimater
systems which have the capability of generatingstioles
automatically. A review of these systems makeardieat
the process of asking good questions, and idengfyi
which part of the text is worth generating questiabout,
is still a real challenge.

Ureel et al., 2005, build on the tradition of thec&tic
method of learning by creating a computer systeuni-
nator, that reflects on the information it has acquiaad
poses questions in order to derive new informatidheir
hypothesis is that "a system that can generatitsques-

tions to work on will be able to learn the wayshich
new information fits with existing knowledge, detetss-
ing knowledge, and provide better explanations than
systems without this ability” (Ureel et al. 200%umina-
tor takes as input simplified sentences in order toisoon
guestion generation rather than handling syntactio-
plexity, and is capable of asking typical Jourrialis
guestions, who, what, when, where, why and hovis It
unclear whetheRuminator can ask questions that span
more than one sentence, but it is reported that exsingle
sentence generated 2052 questions. The authorshapiée
is important "to weed out the easy questions askfjuas
possible, and use this process to learn more refijnes-
tion-posing strategies to avoid producing sillyobrious
guestions in the first place" (Ureel et al. 200Burther-
more, some of the examples of automatically geadrat
guestions provided are semantically ill-formed andwer-
ing these would presumably not lead to any enhanced
knowledge: "Is it true that the City of San Antorispouse
is Chile?" (Ureel et al. 2005). A key componeratttap-
pears to be missing from the system design is tmation
of the utility, or informativeness, of an automatig gen-
erated question.

Mitkov and An Ha (2003) describe a computer system
for generating multiple-choice questions automdtica
"based on the premise that questions should foclkep
concepts rather than addressing less central ardiev
relevant concepts or ideas" (Mitkov and An Ha 2008)
order to accomplish this, the system comprises afse
transformational rules, a shallow parser, autontatin
extraction and word sense disambiguation. Questoe
only asked in reference to domain-specific termgrsure
that the questions are relevant, and sentenceshaust
either a subject-verb-object structure or a sinsplgject-
verb structure, which limits questions to core @pts in
the sentence; naturally, questions are only geeei@te
sentence at a time. They tested this method oyaistics
textbook and found that 57% were judged worthyesfk
ing as test items, of which 94% required some lefel
post-editing. 43% of the automatically generatedstons
were rejected as either not focusing on a centratept, or
requiring too much post-editing. One example géaer-
ated question is (Mitkov and An Ha 2003):

"which kind of language unit seem to be the mosiais
component of language, and any theory that failctmunt
for the contribution of words to the functioninglahguage
is unworthy of our attention"

This question was considered worthy, after revisheg
guestion by eliminating the second coordinate dtuestt.
Schwartz et al. (2004) describe a system for geimey
guestions which also comprises the NLP componéhnts o
lexical processing, syntactic processing, logioairf, and



generation. The input to the generation compoiseat
logical form, and from this logical form the typlchour-
nalist questions can be generated. This system use
summarization as a pre-processing step as a pooxigien-
tifying information that is worth asking a questiabout.
Questions can be generated for any constituentidimgy
prepositional phrases. For the input sentencestAool,
John eats rice every day", a number of questiondea
generated, among which "Where does John eat rixy ev
day?" Nevertheless, the authors note that "limit-
ing/selecting questions created by Content QA Gaoeis
difficult" (Schwartz et al. 2004).

Finally, Harabagiu et al. (2005) describes an agagndo
automatic question generation using syntactic patte
together with semantic dependencies and nameg entit
recognition. Their purpose was "to generate factpies-
tions automatically from large text corpora” (Haaglu et
al. 2005). User questions were then matched aghiese
pre-processed factoid questions in order to idgntife-
vant answer passages in a Question-Answering system
While no examples of automatically generated gaasti
are provided, this study does report a comparisaheo
retrieval performance using only automatically geted
guestions and manually-generated questions: 15fZfeo
system responses were relevant given automatigaiier-
ated questions, while 84% of the system responses w
deemed relevant with manually-generated questidhe
discrepancy in performance indicates that signitftchffi-
culties remain.

Questioning as Evaluation

The studies discussed above show that identifyinigtw
text segments are important and worth asking questi
about remains a great challenge for computatioysiems.
From the few examples presented in these studiags; i
pears easy for humans to judge whether an autcatigtic
generated question is sensible and not merely media
obvious and/or nonsensical.

Given that machine reading, like human readingukho
include an understanding of what information is amant
and in focus for a particular text, and given tha¢quate
guestion generation is taken as a demonstratiomadr-
standing and will lead to enhanced learning, thermvight
consider how to incorporate question generaticamin
evaluation methodology for machine reading.

Evaluating questions will necessarily involve human
judgment, given the many questions that can sgnbibl
asked for a given text, though human judgment iig ve
quick and should achieve high agreement on this tas
human-in-the-loop has the additional disadvanthgethe
evaluation metric cannot be used during systemldpve
ment, which is generally considered necessaryr&mihg
machine-learned algorithms. These disadvantagegddsh

be weighed against nourishing research directedtab-
lishing the importance of information conveyed bxit
rather than treating the text as a great morascts all of
which are equally important.

Conclusion

We hope to have shown that while textual entailneat
basic component for understanding the semanticcobiof
a given text, it alone is not sufficient for thekaof an-
swering questions in an elementary grade reaceorder
to accomplish this, systems must expand their dhfped
to advanced anaphora resolution, recovering urmtzst
arguments, and components that begin to identéyntt-
essary reasoning steps. The advantage of focasing
answering questions in basic readers is that vithe éx-
ternal world knowledge is assumed, and the focustier
on commonsense knowledge.

We discussed that a complementary and/or altemativ
way to test human-level understanding of a givehiteto
evaluate how sensible automatically-generated munesst
are. Current systems have demonstrated the atuilgjen-
erate questions, but all systems suffer in overegeing
guestions, i.e., generating questions that a humeartd
easily reject as being nonsensical. For this rease sug-
gest that at least one component of an evaluation
methodology for machine reading should be an etialua
of the quality of questions. This will lead us &search
leveled at determining the important informatioatthu-
mans derive from a given text, and not only a rote
memorization of the facts that the text represe@uaes-
tion generation tests the identification of impatta
information, one aspect of human reading and utalsis
ing, in a way that question answering does not.
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