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Abstract— Several routing protocolsfor mobile ad hoc networks work
efficiently only in bidir ectional networks. Unidir ectional links may existin
a real network due to variation in transmission power of different nodes,
noiseor other signal propagation phenomena,and heterogeneityin trans-
missionhardware of nodesin the network. We intr oducea sub-layer called
Sub Routing Layer, SRL, betweenthe network and the MAC layer to pro-
vide a bidir ectional abstraction of the unidir ectional network to the routing
protocols. We presenta scalableand efficient way to provide this abstrac-
tion by finding and maintaining multi-hop reverseroutesto eachunidir ec-
tional link. We simulate SRL and a modified version of AODV that uses
SRL to route packets in unidir ectional network. We obsewed that with
SRL, the packet delivery of AODV in unidir ectional networks increases
substantially. Further our simulationsindicate that reverseroutesare often
only afew hopslong and hencethe overhead of using SRL is very low.

|. INTRODUCTION

A network of mobile nodesusing peerto-peercommunica-
tion is calledan ad hoc network. The nodesin an ad hoc net-
work arelimited by power, memory bandwidthand computa-
tional constraints. Such networks have the ability to provide
cheapcommunicatiorwithout ary fixed infrastructure.Hence,
they arevery usefulin disasterecovery, collaboratve comput-
ing, rescueoperationsandmilitary sunweillance.

Several routing algorithmshave beendesignedo work effi-
ciently in bidirectionalnetworks. However, unidirectionallinks
may be presentin a real network dueto a numberof reasons
including diversity in the transmissiorpower of nodes,noise
and collisions affecting paclet receptionat someregions, het-
erogeneityin the radio hardware of mobile nodes. Presenc®f
unidirectionallinks renderssomeof thesealgorithmssuchas
TORA [7] inoperablewhile mary othersincluding AODV [1]
continueto operate routing only alongthe bidirectionallinks.
Few protocolssuchasDSR [5] canalsoroute packetsthrough
unidirectionallinks but facemary problemsthatdecreas¢heir
efficiency. In this paperwe presentanefficientalgorithmto en-
ablerouting protocolsthatwereprimarily designedor bidirec-
tional networks to work with unidirectionallinks. We propose
to introducea sub-layerbetweenthe network layer and MAC
layer calledSubRoutingLayer (SRL). The SubRoutingLayer
presenta bidirectionalabstractiorof thenetwork to therouting
layer.

In Sectionll we provide the motivationfor our work. SRL is
describedn detailin Sectionlll, its performancemeasuresre
presentedn SectionlV andV, andin SectionVI we presenta
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frameawork to adapton-demandoutingprotocolsto operateover
SRL anddiscusgerformanceneasuresf AODV over SRL.

Il. MOTIVATION AND RELATED WORK

Pawer is an extremely critical resourcen mobile networks.
Eachnodehasa limited batterylife which typically allows for
afew hoursof continuousoperation.Sincethesesmall devices
areoften releasedn very harshervironments,an efficient uti-
lization of limited power supplyis necessaryTurningradioson
andoff provide major power savings, but varyingthe transmis-
sion power (andthusthe rangeof the nodetransmissionsjs a
powerful andwell-exploredtechnique12].

An enablingtechnologyis the ability of wirelessnetwork
cardsto transmitat different power levels. Hence,allowing
thesedevicesto transmitat lower power levels would help to
prolongtheir lifetime. In mostforeseeablenvironmentshand-
held devices, laptopsrunningon batterypower, laptophooked
to a power supply basestationtransmittersare all interacting
deviceswith inherentlydifferentpower supplies.lt is advanta-
geousfor thesedevicesto operateat their own optimal power
for communication.Further it may be advantageouso allow
thesedevicesto lower their transmissiorpowerin avery dense
ervironmentto decreaseongestiorandto increaseheir trans-
missionpowerin a sparseervironmentto increaseconnectvity

A fundamentalproblemof allowing nodesto transmitwith
differenttransmissiorpowersis the creationof unidirectional
links in the network. For example,in Figurel nodeA is trans-
mitting at higherpower thanothernodes.NodeB is within the
transmissiorrangeof nodeA while nodeA cannothearnode
B. Thusthelink A — B is unidirectional.Unidirectionallinks
may alsoarisewhennodesaretransmittingat the samepower.
Increasedollisionsor noisecould affect receptionat onenode
morethanthe other However, the natureof unidirectionallinks
createddueto the diversity in transmissiorpowersis different
from the natureof unidirectionallinks createdby noise,colli-
sionsand other propagationphenomena.Unidirectionallinks
createdy noiserelatedphenomenarelocal andtemporaryand
hencemay not affect routing protocolsto a greatextent. Fur-
ther, the reverseroutesbackto the sourceof the unidirectional
link tendto getbiggerwith increasedliversityin transmission
powers.

Severalof theexisting routing protocols(e.g.,AODV [2] and
TORA [7]) wereprimarily designedbnly for bidirectionalnet-
works. While afew protocols(e.g.,DSR[5] andZRP[8]) have
the capability to route pacletsusingunidirectionallinks mary
othersroute pacletsonly alongthe bidirectionallinks. Several
problemsin routing with unidirectionallinks are examinedin



[9]. Below we briefly discusssomeof the problemsfacedby a
few routingprotocolsin this ervironment.

Ad-hoc On-demandDistarve Vectorrouting (AODV) [1] is
anon-demandouting protocolthathasbeendesignedor bidi-
rectionalnetworks. AODV broadcastsouterequestRREQS)
anduseghebidirectionallinks (reverseroutes)o transmitroute
replies (RREPS). In fact, since AODV is unaware of uni- or
bidirectionalityof thelinks, it will fail if thereareonly unidirec-
tional links betweera sourceanda destination.In otherwords,
Reverseroutesmay not exist in the presenceof unidirectional
links. Thus,identifying unidirectionallinks is animportantis-
suefor AODV; towardsthat end, it was recentlysuggestedo
maintaina list of nodescalled black-list to identify unidirec-
tional links. But the black-list only provides an approximate
identificationof unidirectionallinks.

DynamicSourceRouting(DSR)[5] is a purelyreactize rout-
ing protocolthatis designedo work evenin unidirectionalnet-
works. Routesare discoreredby broadcastingoute requests
androute replies. Data paclets are then source-routedo the
destination.In bidirectionalnetworks severaloptimizationscan
beappliedto DSRandthe controloverheaccanbereducedsig-
nificantly (e.g.,insteadof discoveringtheroutefrom destination
to source simply follow the reverseroutethroughbidirectional
links for replies). However, the performanceof DSR in uni-
directionalnetworks is limited by the scalability of the proto-
col. Sinceintermediatenodeswith cachedroutesto the desti-
nationwill broadcastouterepliesbackto the source,several
nodesmight respondo the samerouterequesthusresultingin
alargenumberof routereply broadcastswe call thisthe RREP-
explosion problem. Furtheyr DSR relieson hop level acknawl-
edgmentdn unidirectionalnetworks for discovering route er
rors. This requiresthe discovery andmaintenancef additional
reverseroutesfor acknavledgmentsat every hop. This extra
control overheadresultsin increasedcongestionand severely
limit thethroughputof the network.

Zone Routing Protocol (ZRP) [8] is a routing protocol that
exploits the effectivenesf both proactive andreactie routing
stratgjies. Eachnodemaintainsinformationaboutthe topology
in a small areaaroundit called zone. Routing within a zone
is proactie (i.e., routesare maintainedfor all pairswithin the
zoneat all times)while inter-zonerouting is doneusinga re-
active protocol. A techniquecalled border-casting is usedto
minimize the broadcasbverheadof inter-zoneroute requests;
only nodesat the borderof the zonewill forward/rebroadcast
the RREQ.In [11], ZRP is modifiedto routein the presence
of unidirectionallinks. Intra-zonerouting is usedto transmit
routerepliesandrouteerrorsthusavoiding the RREP-&plosion
problem. Reverseroutesin this protocolaregatheredrom the
periodicpaclketsbroadcasthroughouthe zone.SRL s alsolo-
cally proactive, maintainingproactive routesin a smalllocality.
Comparedo unidirectionalZRR SRLs proactie zoneis of a
muchsmallersize. Additional optimizationsin SRLs proactive
routingalgorithmhelpsit to have a considerablyower periodic
controloverhead.

An alternatve approach basedon tunneling,to handlethe
problemfacedby unidirectionallinks is presentedn [10]. Con-
trol paclets and acknavledgmentsare tunneledback to the
sourceenablingthe routing protocolsto useunidirectionallinks

avoiding loopsandexplosionof acknavledgmenipaclets.Peri-
odic pacletscontaininga list of neighborsarebroadcasto help
with thetaskof identifying unidirectionallinks. Reverseroutes
neededfor tunnelingpaclets are gatheredand maintainedby
the samerouting protocolasusedfor routing datapaclets. This
may leadto inefficienciesbecausehe routing protocolmay not
bewell suitedto maintainingseveralshortreverseroutesin uni-
directionalnetworks. Also existenceof unidirectionalinks may
not be known at the sourceif the network is not strongly con-
nected.

The InternetMANET EncapsulatiorProtocol (IMEP) [13]
alsooperatesdetweerthe link layerandnetwork layer provid-
ing several servicesncluding link-statussensing broadcaste-
liability, andcontrolmessagaggrayation.IMEP candetectand
monitor the occurence®f unidirectionallinks in the network.
However, unlike SRL, IMEP doesnot attemptto maintainre-
verseroutesand facilitate use of unidirectionallinks for data
traffic. TemporallyOrderedRoutingAlgorithm (TORA) [7] isa
routingprotocolthatemploysalink-reversalalgorithmto proac-
tively maintainroutesto nodesn anadhocnetwork. TORA uti-
lizesthe servicesprovided by IMEP to routepacletsalongthe
bidirectionallinks of the network. TORA's routing algorithm
breaksdown in the presencef unidirectionallinks.

Working with unidirectionallinks is also problematicdueto
thelack of efficient MAC level protocolsthat work with unidi-
rectionallinks. The failure of both RTS-CTSand ACK based
schemesnale MAC protocolsinefficientin aunidirectionalen-
vironment.Further someof theserviceprovidedby MAC pro-
tocolssuchasdetectionof link breaksand neighbordiscovery
maynolongerbeavailable. Thus,thereis a needto compensate
for thesedrawbacksandmake routingprotocolsadaptefficiently
to unidirectionalervironments.

Fig. 1. A network with unidirectionallinks



I11. SUB ROUTING LAYER (SRL)

In the previous section,we describedhe problemsthatarise
whennodesareallowedto transmitat differentpower levels. In
this section,we presenta solutionto addresghe unidirection-
ality problem. We obsenred earlierthat, in Figure 1, node A
transmittingat a power muchhigherthannodeB could createa
situationwherenodeB canreceie pacletsdirectly from node
A but nodeA cannotreceve packetsfrom nodeB. However, it
is possiblethatanintermediatenodeC canreceve pacletsfrom
B aswell asdirectly sendpacletsto A. Thus,B, C andA form
areverseroutefor pacletsfrom B to reachA. Protocolssuchas
AODV that utilize bidirectionallinks to sendrouterepliesand
route maintenanceacketscannow route datapacketsthrough
link A — B while usingthereverseroute B — C — A tosend
routerepliesor routeerrorpaclets. Sometimesve may needto
traversemorethanoneintermediatenodeto reachA. For exam-
ple,in Figurel, E — D — C — Aformsa3-hopreverseroute
fromEto A.

Thus,having a reverseroute,evenif it is few hopslong, can
male a unidirectionalnetwork easilyoperable.While it is true
that the reverseroute may be longer (in numberof hopsand
delay)thanthe forward route,only control paclets(e.g.,route
errorsandroutereplies)areroutedthroughthem.Thisincreases
only the route discovery lateng. In practice,we expectthat
thelengthof thereverseroutewould be a smallnumber Thus,
by incurringallittle extra lateng for the routerepliesandroute
maintenanc@aclets,we canavoid network-wide broadcastef
routerepliesandacknavledgmentdor eachpaclet routed. An
efficientway to gatherthis reverserouteinformationis detailed
in Sectionlll-B.

Sincethe reverserouteinformationis a genericinformation
usefulto severalprotocolswe presentiuniformabstractiorthat
canbe usedby several routing protocolseitherto successfully
operatan this unidirectionalernvironmentor to optimizeits per
formancespecificto this environment.We have designeda sub-
layer called SRL (Sub Routing Layer) to provide this abstrac-
tion. SRL s not strictly asublayer, thatis protocolscanbypass
SRL andsendpacletsdirectly to the MAC layer. Thefunction
of SRL is to provide certainservicesand interfacesbasedon
reverserouteinformationfor routing protocolsto function effi-
cientlyin aunidirectionalad-hocnetwork.

SRL works by broadcasting(more precisely neighbor
casting)to its neighborsperiodic updatemessagesbout the
connectvity within a smalllocal region of the network. In ad-
dition, periodic hello messagesare usedto detectlink status.
Thenumberof updatemessagesentis of the sameorderasthe
numberof hellomessagesentby theneighbordiscosery mech-
anism.Sincetheupdatemessagesanalsoplaytherole of hello
messageshe updatemessageslo not increasethe numberof
periodicpacletsneighborcast(broadcaswith TTL 1). Theup-
datemessagediffer from hello messagebecausghey contain
someextrainformationaboutthe connectvity of thenodesend-
ing the updatemessage.Our algorithm explainedin the next
sectionattemptdo restrictthe averagesizeof extrainformation
to be smallandat mostof the orderof the numberof nodesin
the local region. In our schemethe radiusof the local region
is chosento be of the orderof the numberof hopsrequiredto
establistreverseroutes.Thediversityin thetransmissiorpower

of differentnodesandthe densityof nodesn the network deter
minethe averagenumberof hopsin thereverseroute.

A. Nomenclature

Beforeproceedingvith thealgorithm,we definetheterminol-
ogy usedin this paper WheneveranodeB is in thetransmitting
rangeof nodeA, alink existsfrom A to B andit will beindicated
asA — B. Alink is saidto bebidirectionalif bothA — B and
B — A hold. Wheneer A — B, thenodeA is saidto bean
in-neighbor of nodeB andB is saidto be an out-neighbor of
nodeA. ThenotationA ~»,, B is usedto indicatethata pathof
lengthn hopsexistsfrom A to B in the unidirectionalnetwork.
Foralink A — B, theshortestoutethroughwhichB canreach
its in-neighborA is calledthe reverse route. For example,in
FigurelthepathB — C — A formsthereverseroutefor the
link A — B. If alink is bidirectionalthenthe reverserouteis
of length1.

Thelocality radius setsthe sizeof thelocal region calledlo-
cality aboutwhichinformationis collected.For agivennodeA,
everynodethatcanreachA by usinga pathof lengthequalto or
lessthanthelocality radiuswould beincludedin thelocality of
A. In otherwords,locality(A) = {X|X ~; Aandl < i < r},
wherer is the locality radius. SRL attemptsto find reverse
routesonly within the locality. As a result,the locality radius
alsoboundsthe maximumlengthof a reverseroutefound. For
example locality radiusl meanghereverseroutesfoundareall
of one-hoplength,i.e., only bidirectionallinks areutilized.

B. Reverse Distributed Bellman-Ford Algorithm

This sectiondescribeghe algorithm usedby SRL to gather
reverseroutesefficiently. We have alreadymentionedthat the
SRLworksby sendingperiodicupdatemessagewith localcon-
nectvity information. The efficiency of this methoddepend®n
the amountof informationthat is broadcast. An easyway to
gatherthelocal connectvity informationis to broadcastateach
node,thelink statusof all nodeswithin distanceof locality ra-
dius. With a locality radiusof 1, this would be equivalentto
broadcastinghe list of in-neighbors. However, the amountof
informationthusbroadcasateachnodeis of theorderof square
of the numberof nodesin the local region. Evenwith a small
local radiusand moderatenodedensity the size of the update
messageouldbevery high. In our designwe reducetheinfor-
mationbroadcasto theorderof thenumberof nodesn thelocal
region. We modifiedthe well-known Distributed Bellman-Ford
algorithmto achiese alow compleity in informationgathering.

Distributed Bellman-Ford algorithm is a well-known algo-
rithm to obtainthe shortestroutesbetweenpairsof nodesin a
network. Eachnodeis expectedto broadcasits distanceto ev-
ery othernode. Wheneer a noderecevesa nev updatefrom
aneighbor it recalculatests minimumdistancesLet A — B
andlet B ~»,, C. If thecurrentknown minimumdistancefrom
A to Cis morethann + 1 hops,thena new shortesipathfrom
Ato Cof distancen + 1, (A ~,11 C), throughB is discovered
in thenext round. This algorithmis extremelyadvantageoube-
causdt worksasynchronouslandis guaranteedo cornvergeif
the network remainsunchangedor sufficient time. However,
this algorithmis difficult to implementin the scenariosve con-
sider For example,in thejustdescribedcasejf A — B but not



B — A, thenA would have noway of knowing thatB canreach
Cin n hops. Thus, A will neverbe ableto discoverthen + 1
hoppathto C.

We modify the above algorithmto work in our ernvironment
and call it ReverseDistributed Bellman-Ford Algorithm. The
differencebetweenthe two algorithmsis thatin our algorithm,
eachnodeaimsatfinding theshortestlistancefrom other nodes
to itself ratherthanfrom itself to othernodes.Thus,in thecase
describedabove, A sendsabroadcasimessagsayingthatC can
reachit in n hops.SinceA — B, B discoversthatC canreach
B throughA in n + 1 hops. If at B, the previous known route
from Cis longerthann+1 hops,B cannow updatethe new n+1
hoproutefrom C.

Supposéhat B — C, but C doesnot know thereverseroute
(i.e.,theroutefromitselfto B). SinceB would neighborcastthe
informationaboutthen+1hoppathfrom C to B, C learnsthatit
canreachB in n+1hops.Theinformationcycleis completeand
C haslearntareverserouteto B.

A precisedefinitionof this algorithmis givenbelow.

« At periodicintervals, eachnodebroadcastdo all its out-
neighborsan updatemessageontainingthe shortespaths
of its knowledgefrom other nodeswithin the locality to
itself.

« Wheneeranupdates recevedatnodeB fromin-neighbor
A, thefollowing informationis extracted.

— The reverseroute from B to A; this informationis ob-
tainedfrom the entry for the route from B to A in the
updatereceved.

— If the currently known route from node C to node B
(C ~; B) islongerthantheroutefrom nodeC to node
A followedby A — B (i.e.,(C ~; Aandi > j + 1),
the newly found shorterroute from nodeC to nodeB
throughnodeA is recorded.Note thatthe pathfrom C
to A is obtainedfrom theupdatemessage.

In additionto the lengthof the shortestoutefrom eachnode
in the locality, the addresof the first hopin the shortestroute
also needsto be includedin the updatedmessage.Sincewe
know thefirst hopin theroutefrom B to A (let usassumet is
C), wewould alsoknow similarly thefirst hopfrom C to A (this
informationwould alsobe broadcasby A). Thus,we cancon-
structthe entirereverseroutefrom B to A. Consequentlyeach
nodeonly needgo broadcasanupdatemessageavith sizeof the
orderof numberof nodesin thelocality. By ignoring routesof
length greaterthan the locality radius,we canrestrictthe up-
datesto only containdistancefrom nodeswithin the locality.
Eachnodehowever, is expectedto storethe mostrecentupdate
messagefom eachin-neighbor Thisis requiredto recalculate
shortestouteswheneer new updatesarereceived. Thus,each
nodestoresinformationof the orderof the productof average
numberof in-neighborsandaveragenumberof nodesin the lo-
cality.

The above algorithmemployed by SRL is not only efficient
but alsoguaranteedo be loop free. Thefirst hopvaluesin the
route updatescan be usedby eachnodein orderto checkfor
routing loops and hencethe discorered sub-routeshave loop
freedom.Furtherboundingtherouteupdatesy alocality radius
avoidsthe countingto infinity problemfacedby mary distance
vectorprotocols.

C. Incremental Updates

A large amountof informationthatis beingneighborcastat
eachnodeis redundant. For example,oncenodeA learnsof
the new routefrom nodeB, thereis no needfor nodeC to keep
broadcastinghe shortesroutefrom B. Node C needgo broad-
castthis informationonly if thedistancefrom B haschangedo
anew valueor whenthe first hop of the routehaschanged We
optimizetheoperationof SRL by letting eachnodeto broadcast
only the changesn the routeinformationratherthanthe com-
pleteinformationin eachround. Sincesomeof thesebroadcast
messagesould be lost becauseof collisions, eachchangein
routeinformationshouldbe broadcastwice.

Therearecasesn which it is not sufficient to incrementally
broadcasthe changesA nodemighthave movedinto anew lo-
cality andis in needof routeinformationof its new in-neighbors.
It is possible however, in a staticor slov moving ernvironment,
thatthenodemight notbeableto gettheneededeverserouting
informationif the new in-neighborsbroadcasthe valuesonly
whenthey have changedThus,our algorithmforceseachnode
to neighborcastall the routesto itself from differentnodesin
the locality infrequently This frequeng is setlower thanthe
updatefrequeng but adequatehhigh enoughfor nodesto dis-
coverthe new locality within a shorttime of moving to the new
location.

Thus,theoveralloverheadf reverseroutediscovery consists
of infrequentcompleteupdateswith information of the order
of numberof nodesin the locality and periodicupdatepaclets
containingonly the latestchangedo the sameinformation. The
updatemessagealsoplay the dualrole of hello messagethus,
compensatingartly for the extra overhead. It takesaboutas
mary roundsas the locality radiusbeforereverseroute infor-
mationcanbe gathered.The periodicity of the updatesmustbe
chosensothatthe overheads tolerablewhile at the sametime
the reverseroutescan be obtainedquickly. The frequeng of
updatesnayalsodepencdbn the mobility patternof thenodesn
thenetwork. Thisis subjectof our futureresearch.

D. SRL Interface and Added Reliability

Efficiency considerationded us to allow the routing proto-
colsto communicateirectly with the MAC layer. Oftenonly
the control packetsareroutedusingthe reverseroutes,thusthe
datapaclets can be directly transmittedwithout incurring any
delaybecausef an extra layer. For this reasonwe chosenot
to provide a totally transparentnterfaceto the routing proto-
cols. They areexpectedto be aware of the unidirectionaland
power varying natureof the ervironment. Further we believe
thattheroutingprotocolscanbe adaptednoreefficiently if they
useonly the requiredservicesprovide by the subrouting layer.
For example,a totally unavarerouting protocolmight mistale
the (longer)reverseroutesto befast,direct-hoproutesandstart
routingdatapaclketsalongareverseroute.

The fundamentabidirectionality abstractiorof SRL is pro-
vided by a servicethroughreverserouting or sub-routing. For
example, an on-demandrouting protocol can use the reverse
route to sendroute repliesback to the senderof the request.
The routereply pacletis thensentto SRL for reverserouting.
SRL looksupthereverserouteinformationit storesandfindsa



reverseroute. The paclet is thensentusingthis reverseroute.
Sincethelocality radiusis typically a smallnumber thelength
of thesourcerouteremainssmall. Thesub-routecpacletis then
deliveredto therouting protocolatits destination.

In a unidirectionalervironment, the MAC protocol is un-
ableto provide arny guarantedor delivery sincebothRTS-CTS
schemesindhop-by-hopACK-basedschemegannotbeimple-
mentedat the MAC layer SRL could be usedto provide a re-
liable routing servicebelow the routing layer. SRL could use
thereverseroutesto sendacknavledgmentsackto the sender
SRL can,thus, be usedto imitate the reliability mechanisnof
the MAC layerin a bidirectionalervironment. Packetscanbe
retransmittecby SRL to achieve this reliability. Sincethe re-
verserouteis afew hopslong, a protocolwith awindow sizeof
thesameorderaslocality radiusis useful.

In additionto the routing services,SRL provides additional
serviceghataresometimeprovidedby theMAC layerin abidi-
rectionalernvironment.SinceSRL hasaninherentneighbordis-
covery mechanismit canexport this mechanisnto higherlay-
ers.For that,ourimplementatiorof SRL raisesnew in-neighbor
found andin-neighbor lost events. Routing protocolsmay use
theseeventsto initiate route repairs. Many routing protocols
designedfor bidirectionalnetworks use paclet dropsat MAC
layerto detectlink breaks. The SRL canimitate this behaior
by raisinga paclet drop eventwhenever it knows thatthe out-
neighborcannotreachbackbecaus@&oreverserouteexistsfrom
theout-neighborlt is possiblethatthe out-neighboicanreceive
the paclet andonly the reverseroutedoesnot exist. This way,
SRL maygeneratea falsepacletdrop event. However, eventhe
MAC layer canfalselyraisea packet drop eventwhile in fact
only theacknavledgmentasbeenlostbecaus®f congestion.

IV. SETUP OF SIMULATION

The SubRoutingLayerhasbeenimplementedn asimulation
ervironment. We usedGloMoSim [3], a scalablesimulatorfor
wired andwirelessnetwork systemslt usegheparalleldiscrete
event simulationprovided by Parsec[4], a C basedsimulation
language. We first describethe detailsof simulationerviron-
mentusedto studythe performanceof SRL. In the following
sectionswe discussthe resultsof the simulationsperformedto
studythebehavior of SRL andamodifiedversionof AODV that
usesSRL to provideroutingin unidirectionalervironment.

All simulationswere executedwith 80 nodesrandomlydis-
tributedin anareaof 400mby 400mfor 240secondsThenodes
wereallowed to move accordingto the randomway-pointmo-
bility model.Following thismodel,eachnodechoosesirandom
positionwithin the terrainto move. Eachnodethenmovesto
thatpointwith avelocityrandomlychoserbetweera maximum
anda minimum. The nodethenwaits for a randominterval of
time andcontinuests motionasdescribedabove. In our exper
iments,the minimum speedwasalwaysmaintainedat O m/sec.
The maximumspeedwas varied from 0.1 m/secto 10 m/sec,
with thefollowing 11 values:0.1,0.2,0.4,0.6,0.8,1, 2,4, 6, 8,
10 (all valuesin m/sec).Becausef this, the x-axisis notlinear
in our graphsshawing variationsof differentmetricswith val-
uesof maximumspeed. Randomwaiting interval was chosen
betweerD secand80 sec.

The bandwidthof the physicalchannelwas assumedo be

2 MHz. The radio-layeremploys a two-ray path propagation
modelto simulatesignal propagation.In orderto work with a
reasonablefficientMAC protocolin theunidirectionalerviron-
ment, the following modificationswere madeto IEEE 802.11
MAC protocol. The RTS/CTSexhangewas turnedoff. Ac-
knowledgmentsare sentat the receving side but they arere-
ceived at the sendingside only if the links are bidirectional.
The receving side MAC layer continuesto deliver the paclets
to the network layer Wheneer acknavledgmentsare not re-
ceivedatthesendingside,the MAC layerassumeshatthelink
is unidirectionalandstartstransmittingthe next paclet without
raisingary packet-dropor link-breakevent. Thus,the modified
MAC protocolremainsefficientwhenthelinks arebidirectional
but just broadcastsvith carriersensingvhenlinks areunidirec-
tional.

We also modifiedthe GloMoSim simulatorto acceptdiffer-
entvaluesof transmissiorpowersfor differentnodes.We then
carefullychosefive scenariosvith differentpower levelsfor the
80 nodes.Eachnodehasa valueof transmissiorpower picked
from adiscretesetof values.Boththenumberof differentpower
levelsin thediscretesetaswell asthe diversityin transmission
rangewasvariedwhile choosingthesescenarios.

Tablel lists the power of transmissiorassignedo different
nodein eachof the 5 power scenarios.The valuesof transmis-
sion power are measuredn dbm. In our simulations,a trans-
missionpower of -1 dbmcorrespondso atransmissiomangeof
about100mand-9 dbmabout40m. The valuesarein logarith-
mic scalewith respecto powermeasuredh milliw atts. A differ-
enceof -3dbmbetweenwo valuesindicatesaratioof 2 in trans-
missionpower in milliw atts. Scenariod and2 choosevaluesof
transmissiomradiusfrom a setof 2 discretevalues,scenarios3
and4 usea setof 3 valuesto pick the transmissiorpower and
scenariob picks 4 differentvaluesof transmissiorpower. The
magnitudeof transmissiompower pickedby thenodesaffectsthe
overallconnectvity of the network. For example,nodeswith -2
dbm transmissiorpower have a higherreachabilitythannodes
with -3 dbmtransmissiopower. As aresult,differentscenarios
producetopologiesof differentconnectvity in the simulations.
We referto the averagedifferencein the transmissiorpower as
thediversityof thescenario Scenarial hasthehighestdiversity
amongthe scenariosisedto performsimulations.

Thefollowing parametersvereusedwhile simulatingthe sub
routinglayer. The periodicity of hello messageandincremen-
tal updatemessagesvere both setto 500 milliseconds. Hello
messages not sentin aninterval whenerer updatemessagés
sent. Thefrequeng of completeupdatesvassetat oncein 4.5
secondsWhenever 3 consecutie hello or updatemessageare
missedthelink from thatin-neighboris declaredo be broken.
We variedthelocality radiusof SRLas1, 2 and3.

We first describethe obsenationson two metricsmeasured
duringthe simulationsin orderto explain therole of the power
scenariosn our experiments More detailedanalysisof the sim-
ulationsof SRL arepresentedn thenext section.

A. Average Number of Neighbors

Figure 2 shaws the variation of the averagenumberof in-
neighborsseenby eachnodeunderdifferentpower scenarios.
An increaséan averageneighborhoodncreaseshe connectvity
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Fig. 2. Averagenumberof neighborsgpernode.

of the network and henceshortengoutelengths. It could also
increasepaclet lossdueto collisions. The averageneighbor
hooddepend®n the averagenodedensityandthetransmission
powersof thenodesin the network. In our experimentsthe av-
eragenodedensityis not varied as we usea fixed numberof
nodesin afixedarea.Figure2 showvsthatthe averageneighbor
hoodis the highestfor power scenario4, which hasthe highest
transmissiorpower of -1 dbm. The averageneighborhoodvith
scenari@ is lessthanthatof scenaridl indicatingthattheaver
agereachabilityof nodesin scenaridl is higherthanin scenario
2.

Anotherinterestingfeatureof thesecurvesis their variation
with maximumspeedIt canbeobseredthatthevaluesncrease
with increaseén maximumspeedetweerD.1m/secand1l m/sec
while decreasendbecomesteadyafterthat. This obsenation
canbeexplainedbasedntherandomway-pointmobility model
asfollows. At very low speedghe valuesare steadybecause
of limited movement. As the speeds increasedandthe nodes
move, they make severaltemporaryneighborsduring their mo-
tion. Thesetransientneighborsincreasethe averageneighbor
hoodseenby a node.However at higherspeedsin generalthe
time spentnearothernodesis too smallto form neighborhoods.

B. Average Reverse Route Length

The averagereverseroutelengthis the averagelengthof re-
verseroutesestablishedy eachnodeduring the simulationof
SRL. It affectsthe averagelateny seenby reverserouted or
sub-routedpaclets. It mustbe notedthat the links for which
reverseroutescould not be found are not counted. Thus, the
averagereverseroutelengthis alwayslessthanthe locality ra-

POWER1 POWER2 POWER3 POWER4 POWERS5

Fig. 3. Averagereverseroutelength.

dius. Figure3 shaws the variationof this quantityfor different
power scenariosvith differentlocality radius.Theerrorbarson
the figure indicatesthe standarddeviation of measured/alues.
For locality radiusequalto 1, the measuredraluesof length of
reverserouteareall 1, becaus&RL findsthebidirectionallinks
of the network. Henceonly the valuesfor locality radiusequal
to 2 and 3 areplottedin the figure. The averagereverseroute
lengthincreaseslightly with the locality radius,becauseSRL
findsmoreroutesif thereverserouteis allowedto belonger

The diversity of transmissionpower influencesdirectly the
averagereverseroutelength;it canbeseerthatScenariot, with
the greatesdiversity, shavs anincreasedraluefor averagere-
verseroutelength.Notethateventhoughscenarid hasalarger
numberof distinctpowerlevels,theaveragereverseroutelength
seemgo dependnly onthediversityof transmissiomange.For
the samereason,scenariol hasa higheraveragereverseroute
lengththanscenaria?. It shouldbe notedthatwhentheradius
increasedrom 2 to 3 theincreasen the averagereverseroute
lengthis at mostby 0.2, leadingus to believe that larger ra-
dius valueswill not significantlyimprove the numberof routes
found.

V. PERFORMANCE OF SUB ROUTING LAYER

In this sectionwe describeheresultsof thesimulationof the
subroutinglayer We measurediifferentaspect®f performance
of SRL.

A. Average Number of Local Nodes

Figure 4 shavs the averagenumberof local nodesencoun-
teredby eachnodefor differentvaluesof locality radius. The
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averagehasbeentakenfrom boththevaluesof 80 nodesn each
runandthe5 powerscenariosandthestandardleviationis indi-

catedby errorbars.Whentheradiusis 1, thevaluesareidentical
to theaverageneighborhoodWe canseethe generaincreasen

the valuesasthe locality radiusis increased.The curve showvs
a brief increasefor speedbetween0.1 m/secand 1 m/secfor

the samereasorexplainedin the descriptionof averagenumber
of neighbors(seeSectionlV-A). The averagenumberof local

nodesnfluencedoththeamountof statestoredin eachnodeas
well asthesizeof updatepaclets.

B. Number of Update Packets Sent

Figure 5 shows the variation of the numberof incremental
updatepacletssentfrom eachnodewith averagetaken over 5
powerscenariosfor differentlocality radii, andfor differentval-
uesof maximumspeed.It canbe obsenedthatthe numberof
incrementaupdatepacletssentdirectly dependsn the mobil-
ity. Thisis becausdhe higherthe speedthe morelink breaks

there are, and thereforehigher numberof updatesgenerated.

The dependencef numberof updatepackets on the locality

radiuscanalsobe obsened. With a larger radius,the number
of local nodesaboutwhich informationneedsto be carriedin-

creasesincreasinghenumberof incrementalipdatesent. The
numberof completeupdatepacketssentremainsmoreor lessa
constanbver the differentexecutionsandhencearenot plotted
in figure5. We foundthaton averages3 completeupdatepack-
etsweresentby eachnode(min andmaxvaluesare52.75and
53.5for any onesimulation).

C. Sze of Periodic Packets Sent

Sincetheupdate(incrementabr complete)andhello paclets
aresentperiodically their sizeformsanimportantfactoraffect-
ing the level of congestiorin the neighborhood.The informa-
tion carriedby the completeupdatepacletsis proportionalto
the numberof nodesin the locality at thattime. The average
numberof updatescarried by the incrementalupdatepaclets
however aretypically lessbecauseonly information aboutthe
routesaffectedby alink breakor anew link is sent.We tried to
measurdhe averagesizeof the periodicpacletssent.Eachup-
datesentcontributes9 bytesto the size(IP addres®f thesource
node,IP addres®f thefirst hop,andthe distance).ln addition
eachperiodic paclet includesan IP headerof 20 bytesanda
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Fig. 5. Averagenumberof incrementalipdatepacletssent.

MAC layer headerof 12 bytes. Thusa hello packet would be
countedto have a size of 32 bytes. In this measuremenrioth
updatepaclet andhello paclet arecountedasperiodicpaclets.
Sincethehello pacletsaresentoncein 500 millisecondstotally
about480periodicpacketswould be sentin 240seconds.

The variationsof the averagesize of theseperiodic paclets
with maximumspeedcanbe seenn Figure6. The standardie-
viation of the measurementareindicatedby error bars. When
thelocality radiusis 1, the sizeof periodicpacletsis quitesmall
(betweerB8 and42 bytes).With locality radiusl, SRLis effec-
tively broadcastindhe list of its in-neighbors.We believe that
this overheadis acceptableand would not leadto congestion.
Whenlocality radiusis 2, the averagesize of periodic paclets
is still under60 bytesfor mostcases.However, for reasonable
valuesof maximumspeedhis blow-up is quite reasonabland
doesnot createsignificantcongestion. With locality radius3,
theaveragesizeincrease$o aboutasmuchas90 bytesfor high
speedand70bytesfor moderatesspeedsEventhoughwe could
not directly measurehe effectsof congestionye obsened (as
explainedin next section)thatthe effectsof congestioraredis-
cernible. Hence,thereis a trade-of betweenchoosinghigher
valuesof locality radiusfor finding morereverseroutesversus
theeffectsof congestionWe find thatfor the scenariosve stud-
ied, alocality radiusof 2 is agoodbalance However, we could
significantlylowertheoverheadf eachnodecoulddynamically
changéits locality radius;this is outsidethe scopeof this paper
andsubijectof currentresearch.

VI. UNIDIRECTIONAL ROUTING WITH SRL

A numberof routingprotocols suchasAODV andDSR,have
beenproposedfor mobile ad hoc networks. Theseprotocols
areefficientwhenall thelinks arebidirectional. However, their
performancedegradesin ad hoc networks with unidirectional
links, especiallywhen nodeschangetransmissiorpower lev-
els. A qualitative performancenalysisof theabove protocolsin
suchnetworkswaspresentedh Sectionll. SRL providesabidi-
rectionalabstractiorof the unidirectionalnetwork. Therouting
protocolscould usethis abstractionand work effectively even
in the presencef unidirectionallinks. Minimal changesrere-
quiredin theserouting protocolsto work in unidirectionalnet-
works. In this section,we shav how AODV could be usedto
routeover unidirectionallinks with SRL andpresenianevalua-
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tion of this scheme.

AODV is anon-demandouting protocolfor bidirectionalad
hocnetworks. Whenererapacketneedgo besentto thedestina-
tion nodefor which arouteis notknown, the sourcebroadcasts
a routerequestpacket. Whenthe routerequestpaclet reaches
thedestinatioror anintermediatenodewith freshenoughroute
to thedestinationthedestinatioror theintermediatenodesends
aroutereply backto the source.In a bidirectionalnetwork, the
reply canbe unicastby reversingthe requestpath. However, in
aunidirectionalnetwork the reversepathmay not exist. AODV
[1] proposedo solve this problemby keepingtrackof the unidi-
rectionallinks in ablack-list. A nodesendingaroutereplyto its
neighborexpectsto receve an acknavledgmentand whenthe
acknavledgmentis not receved that neighboris addedto the
black-list. Futurerouterequestgecevedthroughthis neighbor
areignored. Eachentry addedto the black-listis deletedafter
a specifiedifetime. The black-listgivesanapproximatdist of
unidirectionallinks. It is possiblethatin future,the neighboris
actually closeenoughto hearfrom this nodebut the route re-
guestscomingfrom it areignored. Further the presencef the
unidirectionallink is detectedonly whenan attemptis madeto
sendrouterepliesthroughit. This may be too late and some-
timespreventroutesfrom beingdiscovered.Moreover, with in-
creasednobility the black-listbecomes poorapproximation.

The black-listenablesAODV to routepacketsonly alongthe
bidirectionallinks in the network. However, therecouldbe cer
tain nodesreachableonly if a few unidirectionallinks are in-
cludedin theroute. AODV would not be ableto discover such
routes.Also, alink in aroutethatis presentiybidirectionalmay
becomeunidirectional.ln suchcasesAODV hasto declarethat
routeto be brokenandstarta freshroutediscovery.

We proposeandstudyAODV on SRL, for thefollowing rea-
sons.By usingtheservicef SRL, AODV obviatethenecessity
for a black-list. Also, becausé&SRL maintainsreverseroutes,it
canidentify with goodaccurag whethera link alongwhich a
route requestis recevedis unidirectional(in fact, SRL with a
locality radiusof 1 is sufficientto do this).

We modified AODV to route pacletsthroughthe unidirec-
tional links. Routerepliesaresentthrougha multi-hop reverse
route. In additionto the routereplies,the route errorsare also
subroutedthroughthis reversepathwith the helpof SRL. The
behaior of AODV remainsthe sameasbeforeexceptthatthe

routereply androuteerrorpacletsaresentthroughthesubrout-
ing layer Thismayinduceanadditionaldelayin receving route
repliesbut only affectsthe route discovery lateng/ asthe data
pacletscontinueto travel the sameor shorter(forward) path.

While routing along unidirectionallinks, the MAC protocol
usedmay not be ableto detectlink breakages.But the modi-
fied AODV canuseinformationfrom the SubRoutingLayerto
detectlink breakages Wheneer a datapacletis sentalonga
link to the next hop,the SRL is consultedo seeif the next hop
nodehasareverserouteback. If no reverserouteis foundfrom
the next hop a link breakeventis detectecandthe datapaclet
is assumedo be dropped. In addition, eachnode detectinga
breakof anin-neighboriocally broadcasta AODV routerepair
pacletif thein-neighboris a previous hopin oneof the active
routes. This methodof detectinglink breakagesloesnot guar
anteereliability againstpacketlossdueto collision or overflow;
suchreliability guaranteeareleft for higherlayerssuchasTCP.
However, if reliability guaranteeareindeedneededhtthislevel,
the SRL canalsobeusedto subrouteacknaviedgmentgor data
paclets.

We simulatedthe modified AODV alongwith SRL andstud-
ied the performanceof this protocol. For comparisonwe im-
plementeda versionof AODV asdescribedin [1]. This im-
plementationwas modified to be usedfor unidirectionalrout-
ing with SRL. Optimizationsspecifiedn [1] suchasexpanding
ring search,and cachebasedroute replieshave beenincorpo-
ratedbothin AODV and SRL+AODV. However, we chosenot
to implementocal errorrecoveryfor simplicity. Thiswould not
affectthequality of the comparatie resultshetweemAODV and
SRL+AODV. We conductedhe experimentswith the samesce-
nariosand parametenvaluesfor SRL asdescribedn previous
sections.For AODV thevaluesrecommendeth [1] wereused.
For AODV executionswe usedlEEE 802.11asthe MAC pro-
tocol. Sincewe couldrely on eitherthe MAC protocolor SRL
to detectlink breaksadditionalAODV hello messagewerenot
used.

We alsotried to simulateDSR asdefinedin [6] for unidirec-
tional networks. However, we obsenedthatthe performancef
DSRwasverypoorfor thetopologiesandroutepairswe consid-
ered. We alsoobsenedthatthe DSR performsvery well when
fewer numberof routesare usedduring the simulation. There
appearso be a problemwith the scalabilityof DSRin unidirec-
tional networks. We alreadystatedthat RREP-&plosion prob-
lem could significantly affect DSR throughput. In additionto
that, hop-level acknavledgmentscreateseveral shortroutesto
bediscoreredandmaintained DSRattemptgoutemaintenance
only when paclets are sentalong a route or overheardroute
errorsare beingprocessed But this form of on-demandoute
maintenancés not adequatevhenrouterepliesor acknavledg-
mentsarebeingrouted.As aresultthe routecachestoresmary
brokenroutesleadingto increasedossof both controlanddata
paclets. Further the specificatiorof DSR’s operationover uni-
directionallinks is ambiguoustmary places Forthesereasons,
wedonotpresentheresultsobsenedfrom simulationsof DSR.

We ran simulationsfor the sametopologyand5 power sce-
nariosdescribedn SectionlV. A constanbit rate(CBR) gener
atorwasusedastestapplication.All packetsgeneratedvereof
length512 bytes. The rate at which paclketswerebeinggener



atedwasdifferentfor differentroutes. During the 240 seconds
of simulationactive paclet generatiorby CBR lastedfrom 50
to 200 seconds.20 pairsof sourceanddestinatiornodeswere
pickedrandomlyfor eachexecution.We ran25 experimentdor
eachdatapoint, with 5 differentsetsof 20 source-destination
pairsand5 differentpower scenariosThe datawe presenis an
averageof these25 executions.
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Fig. 7. Percentagef PacletsDelivered.

A. Packet Throughput

Figure7 shavs the variationof the paclet delivery for differ-
entvaluesof maximumspeed.The valuesareplottedasa per
centageof pacletsthatweregeneratedy CBR;in casesvhere
routeswerenot found, all packetsfor thatsourceweredropped
and not countedas deliveredbut countedas sent. The graph
shawvs a goodoverallimprovementin paclet delivery achieved
by using SRL androuting along unidirectionallinks. We see
that the modified protocol performs quite well for moderate
speedbetweerD.1 m/sandl m/s. Thereis anaveragamprove-
mentfrom about60%for AODV to about80%for SRL+AODV.
At highervaluesof maximumspeedthe paclet delivery drops
steadilyfor both versionsof AODV, but SRL+AODV performs
muchbetterrelative to AODV. At highervaluesof mobility, an
increasechumberof link breakageslecreasethe averagetime
for whicharouteremainggoodandthefrequentrouterepairsin-
creasdahelossof paclets. We alsoobsene thatwhenmaximum
speedis 0.4 m/s thereis a momentarydecreasen the paclet
delivery. This obsenationis explainedlater.

B. Goodput

We definegoodputastheratio (percentagedf the numberof
pacletsthat were deliveredto the numberof pacletsactually
sent(i.e., sourceswith an active route). The pacletsdropped
at the sourcebecauseno routescould be found to the destina-
tion are not countedas sentby the goodputmetric. In Figure
8 we seethe variation of the goodputfor differentmaximum
speedsWe obsenethatthegoodputof AODV is aboutthesame
asSRL+AODV. We canconcludethatthe percentagef paclets
lost dueto route maintenances approximatelysimilar to both
theversions.In comparisorwith Figure7, thisclearlyillustrates
thatthe decreasegacletdelivery for AODV wasbecausef its
inability to find routesto thedestinations.
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Figure8 alsoshavs thegoodputof the SRL+AODV protocol
whenthelocality radiusof SRL is changedWe obsenethatthe
goodputdropsslightly asthe locality radiusis increasedAlso
at higherspeedsthe goodputof AODV is slightly higherthan
thatof SRL+AODV. SinceSRL usesperiodicpacletsto detect
link breaksthereis aslightdelayin thedetectiorof link breaks.
Further the news of link-break detectionstale a few moreup-
dategto reachthe upstreammodeonthelink. Asthe SRL radius
increaseshis delayalsoincreasesThis increasedlelaywould
meanmorepacletsarelost beforethelink breakages detected
andtherouteis repaired.By choosingdifferentvaluesfor up-
dateandhello frequenciesve could alleviate this problemto a
certainextent;thisis subjectof our futureresearchWe alsoob-
sene thatthereis amomentarydecreasén goodputandpacket
deliveryof all thesimulatedprotocolswhenthemaximumspeed
is 0.4 m/s. We conjecturethatthis is becausef the periodicity
of updatamessagesyhicharesynchronizedvith thedevicemo-
bility. Thatis, certainlink breaksaffecting mary routesat the
sametime affectsthe performanceof the protocol. We arerun-
ning simulationswith differenttopologiesandpower scenarios
to make moreaccuratemeasurements.

C. Average Route Length

The averageroutelengthis the averagenumberof hopstra-
versedby the paclets that were sentfrom the sourceand re-
ceived at the destination. Figure 9 shaws the variation of the
averageroutelengthfor AODV, SRL+AODV for differentval-
uesof locality radius. We obsenre that, in general,aswe in-
creasethe locality radius,we find shorterroutesto the desti-
nation, since SRL+AODV wasableto useunidirectionallinks
(with increasedocality radius).

The variation of the averageroute length with respectto
power scenariogollows a patternrelatedto the averageneigh-
borhood explained before. Scenarioswith higher values of
transmissiorpower canbe obsened to have shorterrouteson
average. The averageroute length for AODV, SRL+AODV
with radius 1 are approximatelythe samebecauseSRL with
radius1 only usesbidirectionallinks. The differencebetween
SRL+AQODV with locality radius2 and3 is very smallindicat-
ing thatthe gainby usinglocality radius3 is not very high.

The simulationswith SRL+AODV show ushow usingunidi-
rectionallinks to route datacould increasethe paclet delivery



andalsoreducethe averageroutelength. Decreasinghe route
lengthsis very advantageoubecausahorterroutesareeasieito
maintainandhave smallerlatencies.Our experimentsalsosug-
gesta smalllocality of radiusis sufficient to useunidirectional
links effectively.
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VII. CONCLUDING REMARKS AND FUTURE WORK

The subroutinglayer (SRL) presentedn this paperprovides
an ideal framework for allowing existing routing protocolsto
function in the presenceof unidirectionallinks and changing
power levels. SRL providesa bidirectionalabstractionof the
network to therouting protocolatlow cost.lIt is extremelyscal-
able dueto the locality of control messageswhich is param-
eterized. Further the algorithm employed to maintainreverse
routesdoesnot suffer from countingto infinity problemand
avoidsformationof loopsin thereverseroutes.We have shavn
that AODV profits tremendouslyfrom having SRL provide the
bidirectionalabstractionandthatthe costof suchabstractions
low. Our currentwork is to developrouting protocolsover SRL
to optimizepower consumptionClearly, SRL canform the ba-
sisof anadaptatioayerthatconserespowerwithoutchanging
existing routingprotocols.
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