
 

 

   

Abstract—Phishing is the third cyber-security threat globally 

and the first cyber-security threat in China. There were 61.69 

million phishing victims in China alone from June 2011 to June 

2012, with the total annual monetary loss more than 4.64 billion 

US dollars. These phishing attacks were highly concentrated in 

targeting at a few major Websites. Many phishing Webpages had 

a very short life span. In this paper, we assume that the Websites 

to protect against phishing attacks are known, and study the 

effectiveness of machine learning based phishing detection using 

only lexical and domain features, which are available even when 

the phishing Webpages are inaccessible. We propose several novel 

highly effective features, and use the real phishing attack data 

against Taobao and Tencent, two main phishing targets in China, 

in studying the effectiveness of each feature, and each group of 

features. We then select an optimal set of features in our phishing 

detector, which has achieved a detection rate better than 98%, 

with a false positive rate of 0.64% or less. The detector is still 

effective when the distribution of phishing URLs changes.  

I. INTRODUCTION 

Online services such as online shopping or online banking 

have brought us a great convenience yet at the same time new 

threats. One of these new threats is phishing whereby spoofed 

emails or instant messages purporting to be from trustworthy 

sources are used to lure recipients to click the contained URLs 

that lead to counterfeit websites to trick them into divulging 

sensitive information such as usernames and passwords, credit 

card information, social security numbers, etc. Phishing 

remains to be a serious cyber-security threat. It is the third 

cyber-security threat globally [1] and the first cyber-security 

threat in China [2]. For one year from June 2011 to June 2012, 

there were 61.69 million phishing victims in China alone, with 

the total annual monetary loss more than 30.8 billion RMB 

(about 4.64 billion US dollars) [3]. 

To thwart phishing attacks, a great effort has been directed 

towards detecting phishing. A variation of approaches has been 

proposed, including blacklisting [8] and whitelisting [9], and 

anomaly-based detection methods. These methods will be 

briefly reviewed in Section II. Among anomaly-based detection 

methods, a widely used approach is to apply machine learning 
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to a training set consisting of both phishing and benign URLs to 

build a classification model based on carefully selected 

discriminative features. Typical discriminative features include 

lexical features derived from the URL strings, linkage features 

derived from the relationship between the URL and other 

Websites, hosting features related to the hosting server of the 

URL, Webpage features extracted from the Webpage code of 

the URL, network features derived from accessing the URL. 

Some features such as Webpage features and network features 

can be obtained only when the Webpage of the URL is alive.  

The existing machine-learning based phishing detectors 

were typically designed to detect generic phishing attacks that 

may target any sites and any people. Recent studies [4] indicate 

recent phishing attacks tended to be “spear-phishing” that 

targets at specific groups of people. According to Rising’s 

report [5], the top four Websites that phishing attacks targeted 

in the first half year of 2011 in China were Taobao, Tencent, 

Industrial and Commercial Bank of China (ICBC), and Bank of 

China (BOC). Taobao is the largest Internet retail website in 

China, with more than 170 million users. Tencent provides a 

popular Web portal and the largest instant messenger QQ in 

China, with more than 600 million active QQ users. ICBC is the 

largest bank in the world. This phenomenon of highly 

concentrated phishing targets has also been reported by others. 

For example, the Anti-Phishing Alliance of China reported that 

the top four Websites targeted by phishing attacks in the month 

of April 2012 were Taobao, ICBC, Chinese Central TV, and 

Tencent. The attacks against these four sites accounts for 93.67% 

of all the phishing attacks reported to the alliance [6]. 

In this paper, we investigate the effectiveness of 

machine-learning based phishing detection when the targeted 

phishing Websites are known. The actual phishing data targeted 

at Taobao and Tencent have been used in our studies. This is a 

position paper for an ongoing project to develop an effective 

phishing detector to protect the users of the aforementioned 

major Websites targeted by phishing attacks. The detector can 

be deployed to these users as a Web browser plugin. Browser 

plugins have been widely used by online banks and online 

retailers in China to protect their users. 

There are several challenges in our studies. A major 

challenge is that many phishing Webpages are short-lived, 

typically less than 20 hours [22], and URLs may change 
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frequently (fast-flux). For example, we received regular 

(weekly initially and then daily) reports of phishing URLs from 

Taobao. Upon receiving the report, we immediately access the 

phishing Webpages but more than 80% of the phishing URLs 

were inaccessible. As a consequence, the discriminative 

features obtained from live Websites such as Webpage features 

and network features used in existing phishing detectors can no 

longer be used. In this paper, only lexical features and domain 

features are used in our phishing detection. These features are 

readily available without accessing the Webpage, and thus can 

be used even if the phishing URLs are no longer accessible. 

Accessing a suspicious Webpage may bring additional risks 

since today’s phishing Webpages may contain malicious code 

such as Securebank Phishing Trojan [7]. Our studies indicate 

that our phishing detector is highly effective even with the 

reduced types of discriminative features, with detection rates 

better than 98% with false positive rates at 0.64% or less.  

This paper has the following major contributions: 

1. We have studied phishing detection performance using 

actual phishing attacks against popular phishing targets in 

China. The discriminative features used in our detector can be 

obtained even when a Webpage is inaccessible. As a result, the 

short-lived phishing URLs have also been included in our 

studies, and thus the detection performance from our studies is 

closer to actual performance in real deployment than most 

previous studies which excluded short-lived URLs since they 

were inaccessible, resulting in distorted performance results. 

For example, more than 50% of URLs were excluded from the 

studies reported in [17]. 

2. We have studied each discriminative feature’s power in 

detecting phishing attacks using the aforementioned real 

phishing attacks. This study helps understand the importance 

and contributions of each discriminative feature in the overall 

detection performance. 

3. We have proposed several novel highly effective 

discriminative features including a similarity measure to the 

brand names of the sites to be protected against phishing, 

domain age, and domain confidence level.  

The rest of the paper is organized as follows. Section II 

reviews related work. Section III provides a detailed 

description of the proposed detector and its discriminative 

features. The performance evaluation of the detector against 

more than one year’s real-life phishing attacks is reported in 

section IV. We conclude the paper in Section V. 

II. RELATED WORK 

Blacklisting [8] uses a blacklist of phishing URLs or 

domains to block phishing URLs. It incurs no false positive yet 

is effective only to detect known phishing URLs. A blacklist is 

generally constructed through time-consuming human 

feedbacks, and thus ineffective in blocking short-lived phishing 

Webpages. Blacklists can be obtained from sites such as 

PhishTank (www.phishtank.com) and Netcraft 

(toolbar.netcraft.com). Blacklisting has been used by all major 

Web browsers. Whitelisting [9], on the other hand, seeks to 

identify known good sites by maintaining a whitelist of benign 

URLs or domains. Any URL not in the whitelist will be blocked. 

Whitelisting incurs no false negative but may unavoidably 

result in a high false positive. 

The weakness of blacklisting and whitelisting has been 

addressed by anomaly-based phishing detectors which rely on a 

classification model based on discriminative rules or features. 

The classification model can be built with knowledge a priori. 

Zhang et al. [13] proposed a system to detect phishing URLs 

with a weighted sum of 8 features related to Web content, 

lexical and WHOIS data. They used the Google Web search as 

a filter for phishing pages. Garera et al. [14] used logistic 

regression over manually selected features to classify phishing 

URLs. The features include heuristics from a URL such as 

Google’s page rank features. Xiang and Hong [11] proposed a 

hybrid phishing detection method by discovering inconsistency 

between a phishing identity and the corresponding legitimate 

identity. PhishNet [12] provides a prediction method for 

phishing attacks using known heuristics to identify phishing 

pages. 

The classification model can also be built through machine 

learning. Fette et al. [15] proposed a system to classify phishing 

emails. They used a large publicly available corpus of 

legitimate and phishing emails. Their classifiers examine ten 

different features such as the number of URLs in an e-mail, the 

number of domains and the number of dots in these URLs. 

Whittaker et al. [17] proposed a phishing webpage classifier to 

update Google’s phishing blacklist automatically. Their 

detector shares many discriminative features used in [16]. Ludl 

et al. discussed a system for classifying phishing pages based 

on Webpage features [18]. Ma et al. published a pair of papers 

describing another system for identifying malicious URLs by 

examining lexical features of the URLs and features of the sites’ 

hosting information [20][21]. Choi et al. [19] proposed a 

malicious URL detector that uses a large set of features 

including lexical, linkage, Webpage, networking, and DNS 

features. Our detector shares many features with their detector. 

Visual similarity has also been exploited to detect phishing 

pages. Chen et al. used Contrast Context Histogram (CCH) [24] 

to describe the images of Webpages and adopts Euclidean 

distance to find matching between two sites. Fu et al. used Earth 

Mover’s Distance (EMD) [25] to measure page similarity. They 

first convert the involved pages into low resolution images and 

then use color and coordinate features to represent the image 

signatures. EMD is employed to calculate the signature 

distance of the images of the pages. Dunlop [27] experimented 

with optical character recognition to convert screenshots into 

text to help detect phishing sites. Liu et al. [28] used layout and 

style similarity to evaluate visual similarity, and iTrustPage [29] 

uses Google search and user opinion to identify visually similar 

pages. 

III. OUR DETECTOR AND ITS DISCRIMINATIVE FEATURES 

A. System Overview 

Our system consists of two stages, the learning stage and the 

detection stage. The system’s flowchart is shown in Figure 1. 

The Redirection Parse module in both stages converts the 

received URLs into their true URLs. We observed that a 



 

 

significant portion of phishing pages against Taobao.com were 

shortened URLs, such as url.cn and goo.cn, or redirected URLs 

in order to trick recipients. Both the original URLs and their 

true URLs, if exist, are then passed to the Feature Extraction 

module to extract features for model training and classification. 

  
Figure 1. The flowchart of our detection system 

B. Learning Algorithm 

SVM (Support Vector Machine) [30] has been widely used 

as a machine learning method to train a binary classification 

model with training data. It finds the hyper-plane that has the 

largest distance to the nearest training data points of both 

categories. SVM was used to train the classification model of 

our detector. A Gaussian Radial Basis Function (RBF) kernel 

was used with SVM in our experiments to be reported later in 

this paper. 

C. Discriminative Features 

The 18 discriminative features listed in Table 1 are used in 

our phishing detection system. These features can be roughly 

classified into two groups: lexical features and domain features. 

They are described in detail in the next 2 subsections. 

Table 1: Discriminative features used in our detector 

No. Feature Category Type 

1 Domain token count Lexical Integer 

2 Average domain token length Lexical Real 

3 Longest domain token length Lexical Integer 

4 Path token count Lexical Integer 

5 Average path token length Lexical Real 

6 Longest path token length Lexical Integer 

7 Domain brand-name distance Lexical Integer 

8 Path brand-name distance Lexical Integer 

9 Domain Google links Domain Integer 

10 Domain Baidu links Domain Integer 

11 Domain Bing links Domain Integer 

12 Domain Yahoo! Links Domain Integer 

13 SLD Google links  Domain Integer 

14 SLD Baidu links Domain Integer 

15 Domain page rank Domain Integer 

16 Domain Alexa rank Domain Integer 

17 Domain age Domain Integer 

18 Domain confidence level Domain Real 

1) Lexical Features 

The first 8 features in Table 1 are lexical features, with the 

first 6 features from [19] and the last 2 lexical features being 

novel features never used before. A token is a substring in the 

URL delimited by ‘.’, ‘/’, ‘?’, ‘=’, ‘-’, ‘_’. Previous detection 

systems use a binary feature to check whether a brand name is 

contained in the URL tokens. A careful examination of 

phishing attacks against Taobao.com indicated that a 

significant portion of phishing URLs contained tokens similar 

to but different from brand-names. For example, “tac.bao” in 

“www.tac.bao.com.cn” is different from but similar to brand 

name “taobao”, one of Taobao’s second-level domain (SLD) 

names. The binary feature of brand name presence [23] would 

not capture this vital characteristic. Therefore, we propose two 

new features: domain brand-name distance and path 

brand-name distance, which are defined as follows: 

Definition 1: Let � = {��, ��, … , �	}
 
be the set of brand 

names of one site or more sites to be protected against phishing. 

Let � be a string of domain or path that we need to calculate the 

brand-name distance
1
 from � , and � = {��, ��, … , �
}

 
be the 

set of all the substrings derived from 	� . The brand-name 

distance between �  and ��  is defined as the minimum edit 

distance (i.e., Levenshtein distance) between all substrings of � 

and ��: 
 �����_����(�, ��) = ���{����_����(�� , ��)|����} (1) 

The brand-name distance between s and � is defined as the 

minimum brand-name distance between �  and all the brand 

names in �: 

 
�����_����(�, �) = ���{�����_����(�, ��)|����}

 
(2) 

For example, if we want to protect Taobao from phishing 

attacks, � = {“taobao”, “alibaba”, “alipay”}  contains three 

SLD names used by Taobao. For URL “www.tao.bac.com.cn”, 

the domain brand-name distance between this URL and � (i.e., 

Taobao) is 2, which is the edit distance between substring 

“tao.bac” and brand name “taobao”. The path brand-name 

distance is calculated in the same way. 

A phishing URL targeting at Taobao tends to contain a 

substring similar to one of Taobao’s brand names in either the 

domain or the path, and thus has a domain or path brand-name 

distance smaller than that of benign URLs. In our detector, 

legitimate sites containing substrings similar to the 

brand-names of � are collected and placed in the whitelist, and 

thus their brand-name distances are not calculated. The 

brand-name distance features are a superset of the brand name 

presence feature in [19] and other papers. 

When redirection occurs for some URLs, the brand-name 

distance used in our detection is the smaller one of the 

brand-name distances of the URL and its redirection URL to 

prevent a phishing URL from using a shortened URL or 

redirection to evade the brand-name features. The other lexical 

features in this case are calculated using the redirection URL. 

2) Domain features 

The remaining features in Table 1 can be roughly classified 

as domain features. They are used to capture information of a 

site such as its link popularities, domain reliabilities, domain 

age, etc. Phishing sites tend to have a small value of link 

popularities, whereas most benign sites, especially those 

popular, tend to have a large value of link popularity. In our 

 
1 As described later, A URL whose domain is in the whitelist is considered 

benign and thus its brand-name distances are not calculated. The sites to be 

protected are all in the whitelist.  



 

 

detector, four search engines, Google, Bing, Baidu, and Yahoo!, 

are used to calculate the link popularity of a site and its SLD. 

Link popularity was borrowed from [19]. In addition, we 

borrowed page rank from [17] in our detector. Google’s page 

rank and Alexa rank of a site were used in our method since 

they are much harder to forge or manipulate than the above link 

popularities (e.g., through “link farming” [26]). These 

discriminative features comprise of features No. 9-16 in Table 

1. 

Our detector has also adopted two new features, domain age 

and domain confidence level. They are designed to capture the 

characteristics that phishing URLs tend to use domains with a 

short life than the domains of benign URLs. In order to 

calculate the domain confidence level of a URL, we maintain 

two lists: a list of benign URLs and a list of phishing URLs. The 

domain confidence level is defined as follows: 

Definition 2: Let �  be the domain to be checked and 

�)*(�) be the second level domain of �. Let + be the number 

of benign URLs hosted by �)*(�)	in our benign URL list, and 

,  be the number of phishing URLs hosted by 	�)*(�)  in 

phishing URL list. The domain confidence level of � is defined 

as follows: 

 �-����_.-�/_0�10�(�) = 2 345
3464�5 − 0.5; × =

> + 0.5, (3) 

where @ is a parameter to avoid oversensitivity to small + and 

,. We set @ = 1000 in our experimental studies. The range of 

the domain confidence level calculated with Eq. (3) is (0.2, 0.8), 

with 1.0 assigned to the domain confidence level for a URL in 

the whitelist and 0 for a URL in the blacklist. A larger value of 

the domain confidence level means that the URL is more 

trustable.  

IV. PERFORMANCE EVALUATIONS 

A. Datasets 

Phishing URLs: we used 17423 distinct Taobao-phishing 

URLs received from Taobao in evaluating the performance of 

our detector. These phishing URLs were reported to and 

confirmed by Taobao from Jan. 2011 to April 2012.  

Benign URLs: We collected 28722 benign URLs from 

Yahoo!’s directory (http://random.yahoo.com/bin/ryl) and also 

by crawling well-known Chinese navigation sites hao123.com 

and site.baidu.com. 

B. Detection Performance 

The Taobao-phishing dataset and the benign dataset 

described in Section IV.A were used with 5-fold 

cross-validation in evaluating the performance of our detector 

using the following metrics: accuracy (ACC) which is the ratio 

of true results (both true positives and true negatives) over all 

the samples in the datasets; false positive rate (FP) which is the 

proportion of benign URLs that are mistakenly identified as 

phishing URLs; and false negative rate (FN) which is the 

proportion of phishing URLs that are missed by the detector. 

Libsvm (http://www.csie.ntu.edu.tw/~cjlin/libsvm) was used as 

the SVM implementation in our experiments. 

We first evaluate the effectiveness of each feature group as 

well as each individual discriminative feature. Based on this 

study, we then selected the most effective features and used 

them to evaluate the performance of our detector. These studies 

are described in detail next.  

Table 2: Performance of each feature group 

Category ACC FP FN 

Lexical Features 95.88% 0.82% 9.38% 

Domain Features 98.14% 2.65% 1.37% 

1) Evaluation of Each Feature Group 

To study the effectiveness of features in each feature group, 

we performed detection using only the features in each of the 

two groups: lexical group and domain group. Table 2 shows the 

performance results for each feature group. We can see clearly 

from the table that both feature groups had a good detection 

performance, with accuracy better than 95%. The lexical 

feature group had a little worse performance than the domain 

feature group, 95.88% vs. 98.14% for the accuracy. For the 

setting of the experiments, the lexical feature group leaned 

towards a small FP at 0.82%, resulting in a much higher FN 

than that of the domain feature group, 9.38% vs. 1.37%. The 

domain feature group, on the other hand, leaned towards a 

smaller FN at 1.37%, resulting in a much larger FP than that of 

the lexical feature group, 2.65% vs. 0.82%.  

Table 3: Performance of individual features 

No. Feature ACC 

1 Domain token count 86.34% 

2 Average domain token length 63.31% 

3 Longest domain token length 61.89% 

4 Path token count 76.54% 

5 Average path token length 75.52% 

6 Longest path token length 63.72% 

7 Domain brand-name distance 88.44% 

8 Path brand-name distance 75.93% 

9 Domain Google links 69.12% 

10 Domain Baidu links 84.29% 

11 Domain Bing links 66.39% 

12 Domain Yahoo! links 72.90% 

13 SLD Google links  69.10% 

14 SLD Baidu links 78.44% 

15 Domain page rank 87.28% 

16 Domain Alexa rank 71.56% 

17 Domain age 87.19% 

18 Domain confidence level 84.67% 

2) Evaluation of Individual Features 

We then performed detection using each individual feature 

alone to study its effectiveness and contribution to the detection 

of phishing URLs. Table 3 shows the experimental results of 

the performance of each individual feature. From the table, we 

can draw the following conclusions: 

• Among all the 18 discriminative features, domain 

brand-name distance is the most effective feature, 

indicating that Taobao-phishing URLs tended to contain a 

string similar to Taobao’s brand names to trick users. 

Domain page rank and domain age are two next most 

effective features. Both domain brand-name distance and 

domain age are novel features introduced in this paper.  

• Domain token count is the second most effective features 

in the lexical feature group, next to domain brand-name 

distance which is the most effective feature among all the 



 

 

features in both feature groups. 

• Among the four search engines, the link popularity 

provided by Bing provides the least effective feature in 

phishing detection. It is also surprising that Google 

provides a similar performance, much worse than that 

provided by Baidu. We conducted an investigation and 

found that Google reported only a partial list of link 

popularity information, confirmed by Google’s official 

website. Google Webmaster Tool provided more 

comprehensive link popularity data but we could not use 

it since it was available only for site owners. 

• Domain confidence level is also a very effective feature in 

detecting Taobao-phishing URLs. In fact, we found that 

Taobao phishers tend to use the same domain or domains 

with the same SLD and TLD (Top-Level Domain) to 

launch many phishing pages. As a result, new 

Taobao-phishing URLs tend to share domains with old 

phishing URLs, leading to effective detection by domain 

confidence level. 

3) Performance of Our Phishing Detector 

With the effectiveness data of individual discriminative 

features obtained in the above subsection, we applied the 

sequential forward selection method [31] and the 

plus-m-minus-r algorithm [31] to select the most effective 

features to be used in our detector. Table 4 shows the 

discriminative features selected with the sequential forward 

selection method. A number in this table means the index in 

Table 1 of a selected feature. From Table 4, we can see that the 

7th feature (i.e., domain brand-name distance) contributes the 

most to phishing detection, whereas the 6th feature (i.e., longest 

path token length) contributes the least. The combination that 

achieves the best performance comprises of the following 

features (listed by their indexes in Table 1):7, 18, 8, 16, 15, 11, 

10, 13, 17, 3, 12, 1, and 4, with an accuracy of 99.35%. 

Table 4: Discriminative features selected with the 

sequential forward selection method [31] 

Selected Features ACC 

7 88.44% 

7,18 94.42% 

7,18,8 96.47% 

7, 18, 8, 16 97.85% 

7, 18, 8, 16, 15 98.26% 

7, 18, 8, 16, 15, 11 98.60% 

7, 18, 8, 16, 15, 11, 10 98.72% 

7, 18, 8, 16, 15, 11, 10, 13 98.95% 

7, 18, 8, 16, 15, 11, 10, 13, 17 99.04% 

7, 18, 8, 16, 15, 11, 10, 13, 17, 3 99.15% 

7, 18, 8, 16, 15, 11, 10, 13, 17, 3, 12 99.25% 

7, 18, 8, 16, 15, 11, 10, 13, 17, 3, 12, 1 99.30% 

7, 18, 8, 16, 15, 11, 10, 13, 17, 3, 12, 1, 4 99.35% 

7, 18, 8, 16, 15, 11, 10, 13, 17, 3, 12, 1, 4, 9 99.33% 

7, 18, 8, 16, 15, 11, 10, 13, 17, 3, 12, 1, 4, 9, 2 99.34% 

7, 18, 8, 16, 15, 11, 10, 13, 17, 3, 12, 1, 4, 9, 2, 14 99.35% 

7, 18, 8, 16, 15, 11, 10, 13, 17, 3, 12, 1, 4, 9, 2, 14, 6 99.33% 

7, 18, 8, 16, 15, 11, 10, 13, 17, 3, 12, 1, 4, 9, 2, 14, 6, 5 99.34% 

best sequence:7, 18, 8, 16, 15, 11, 10, 13, 17, 3, 12, 1, 4 99.35% 

The discriminative features selected with the plus-2-minus-1 

algorithm are shown in Table 5. We can see from the table that 

the accuracy of the best combination of features is the same as 

that generated by the sequential forward selection method, but 

it is possible to achieve this best result with 2 less features (13 

vs. 15 features) using the sequential forward selection method 

than that using the plus-2-minus-1 algorithm. The two domain 

features (domain Google links and SLD Baidu links) are 

eliminated. 

Using the optimized set of features {7, 18, 8, 16, 15, 11, 10, 

13, 17, 3, 12, 1, 4}, our detector produced the following results: 

@BB	 = 	99.35%, FG	 = 	0.45%, and FI = 1.01%.  

Table 5: Discriminative features selected with the 

plus-2-minus-1algorithm [31] 

Selected Features ACC 

7 88.44% 

7,18 94.42% 

7,18,8 96.47% 

7, 18, 8, 16 97.96% 

7, 18, 8, 15, 11 98.38% 

7, 18, 8, 15, 17, 12 98.70% 

7, 18, 8, 15, 17, 12, 14 98.98% 

7, 18, 8, 15, 17, 12, 14, 11 99.10% 

7, 18, 8, 15, 17, 12, 14, 11, 10 99.19% 

7, 18, 8, 15, 17, 12, 14, 11, 10, 4 99.22% 

7, 18, 8, 15, 17, 12, 14, 11, 10, 4, 9 99.24% 

7, 18, 8, 15, 17, 12, 14, 11, 10, 4, 9, 2 99.28% 

7, 18, 8, 15, 17, 12, 14, 11, 10, 9, 2, 5, 16 99.30% 

7, 18, 8, 15, 17, 12, 14, 11, 10, 9, 2, 16, 3, 4 99.33% 

7, 18, 8, 15, 17, 12, 14, 11, 10, 9, 2, 16, 3, 4, 5 99.35% 

7, 18, 8, 15, 17, 12, 14, 11, 10, 9, 2, 16, 3, 4, 5, 6 99.35% 

7, 18, 8, 15, 17, 12, 14, 11, 10, 2, 16, 3, 4, 5, 6, 1, 13 99.35% 

7, 18, 8, 15, 17, 12, 14, 11, 10, 2, 16, 3, 4, 5, 6, 1, 13, 9 99.34% 

best sequence:7, 18, 8, 15, 17, 12, 14, 11, 10, 9, 2, 16, 3, 4, 5 99.35% 

4) Performance Impact of A Changing Distribution 

In the performance studies above, the same dataset of 

phishing Websites was randomly partitioned into two sets: one 

for training the model and the other for testing the performance. 

Both sets have the same statistical distribution. Therefore the 

performances reported above are the best that our detector can 

achieve. In real application, the new URLs that the detector 

tries to detect phishing may have a different distribution from 

that of the data used to train the model, leading to a deteriorated 

performance. To study our detector’s performance under this 

realistic application scenario, we applied the detection model 

obtained in the previous subsection to the 599 “new” 

Taobao-phishing URLs we received in May 2012. Our detector 

achieved the following performance: @BB	 = 	99.22%  and 

FI = 8.51%, with FG = 0.45% unchanged.  

The resulting phishing detection rate of 91.49% (i.e., 

1.0 − FI) is worse than the detection rate of 98.99% in the 

previous subsection. The deterioration in performance was 

mainly due to new domains used by the phishing URLs that 

never appeared in the previous phishing data. We found many 

Taobao-phishing URLs had a very short life span. For example, 

we received phishing URLs from Taobao.com on a daily basis, 

and typically more than 80% of the phishing URLs were 

inaccessible when we received them. These Taobao-phishing 

URLs also changed to using new domains frequently. The 

change of statistical distribution can be addressed by 

online-learning that the detection model is trained constantly 

with new data to track distribution changes of phishing URLs.  



 

 

5) Performance for Phishing URLs Targeted at Tencent 

Among the remaining top phishing targets in China 

mentioned in Section I, Tencent is the most interesting one to 

study. It is China’s largest Internet service portal and its instant 

messaging program, QQ, has more than 700 million active 

users as of Sept. 30, 2011. Tencent has three brand-names: 

“tencent”, “qq”, and “paipai”. The phishing dataset comprised 

of 34657 phishing URLs we received from Tencent, and the 

same dataset of benign URLs were used. Our detector has 

achieved the following performance: @BB = 98.72% ,FG =
0.64%, and FI = 1.82%, which is close but a little worse than 

the performance in detecting phishing URLs targeted at Taobao. 

The result indicates the robustness of our detector in detecting 

phishing URLs targeted at different Websites. 

V. CONCLUSIONS 

In this paper we investigated the effectiveness of machine 

learning based phishing detection with known protected 

Websites. Only lexical and domain features were used since 

many phishing URLs had a short life span, and these features 

were typically still available even when phishing Webpages 

were inaccessible. We proposed several novel, highly effective 

features. We studied effectiveness of each feature and selected 

an optimal set of features in our detector, which achieved a 

detection rate better than of 98%, with a false positive rate of 

0.64% or below. The detection rate with changed distribution of 

phishing URLs was still above 91%.  
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