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Abstract

This paper explores the feasibility of offering net-
work management as a service. We describe avail-
ability and responsiveness as the two key factors that
govern how functionality is moved off-site (to the
cloud). Using common management tasks as exam-
ples, we describe the process and the challenges of
designing their cloud-based equivalents. We also ex-
amine the costs of such off-site implementations.

1 Introduction

Network management is hard. This is especially true
for small to medium size networks where even basic
management operations require inordinate manual
effort. Automated management tools, when avail-
able, require significant human expertise to operate,
not to mention the cost of implementing and sup-
porting them. Consequently, the deployment and
use of sophisticated tools is rare in all but a few
very large ISPs and enterprises [2]. The function-
ality offered by small and medium size networks is
thus held ransom by the owner’s ability to cope with
the management complexity.

Similar concerns have plagued small-to-medium
sized entities in regards to their ability to maintain
infrastructure such as email, storage and even com-
pute infrastructure in a cost-effective fashion. We
note that these concerns have prompted a move to-
wards the “cloud” with more and more infrastruc-
ture as a service offerings. In this context, we ask
the following question:

Is it possible to offer network management as
a service?

Such off-site network management, if feasible,
would benefit from the amortization of hardware,
software and human costs with network owners hav-
ing the flexibility of paying for what they use.
Shared infrastructure also opens the door for man-
agement functionality which otherwise might be con-
sidered too onerous to implement and maintain. For
instance, few networks today have the ability to test
configuration changes before applying them to a live

network. It might be more practical to offer an
“on-demand network lab” service that can emulate
client networks and allow them to test configuration
changes. Further, offering network management as
a service would allow management software to be
maintained in a centralized fashion by experienced
individuals and would encourage good practices. Fi-
nally, such consolidation is more conducive to the
management plane keeping up with data plane evo-
lution which is very difficult with today’s setup [3].

While the primary benefit of off-site network man-
agement is cost savings, it has technical advantages
too. Cloud providers managing several networks
would have information feeds like network topol-
ogy, traffic patterns, etc. from the managed net-
works. This allows for the use of learning algorithms
for management problems; for instance, debugging
faults ( [1,9] exemplify such an approach), attack
prevention, and network planning tasks seem par-
ticularly suited to utilize the extra information.

However, there are many challenges in the way of
practical management of networks from the cloud.
Two factors differentiate such management from the
status quo: (i). the management plane runs remotely
which loads to obvious questions about its respon-
siveness, robustness, availability and security, and
(ii). the management plane is operated by an entity
other than the network owner which raises security
and privacy concerns.

In this paper, we focus on the first challenge, i.e.
the fact that the management plane is not colo-
cated with data plane devices, and show how it in-
fluences the design of cloud-based network manage-
ment. To this effect, we classify network manage-
ment tasks based on the degree to which they need
to be responsive (accessible with low latency) and
available (always accessible). We find that manage-
ment tasks that don’t have stringent responsiveness
requirements fit naturally in the cloud management
model. For tasks that are latency-sensitive, we pro-
pose embedding data plane devices with the mini-
mum amount of functionality needed to mask the
latency to the cloud management plane. We elabo-
rate this through concrete management examples in



the rest of this paper. Further, we present a first cut
analysis of the costs of offering management services
from the cloud and show that it is not prohibitive.
Overall, we recognize that the thought of an ex-
ternal entity managing a network remotely sounds
preposterous. However, one could argue that the
same could have been said about the possibility of
an enterprise relying on an external email service
till only a few years ago. To this effect, we hope
that the thought experiment presented in this paper
shows that off-site network management is not as
implausible as a first look might suggest.

2 Refactoring Functionality

Network management contains a very diverse set of
functions, including among others planning, allocat-
ing, deploying, coordinating, and monitoring the re-
sources of a network, traffic routing, configuration
management, fault management, security manage-
ment, and many others.! Today, the implementa-
tion of these functions is split between data-plane
devices (running distributed instantiations of con-
trol protocols) and management applications in an
ad-hoc fashion. This, in turn, impedes structured
network management [8].

Consequently, a spate of recent proposals, pio-
neered by the 4D project [8,18], involve refactoring of
management functionality by simplifying data plane
devices so that centralized controllers can do a better
job of managing the network. SANE [6],Ethane [5],
OpenFlow [13], etc represent a few examples of such
proposals. We begin with the thesis that the flexi-
bility and power offered by such designs involving
a logically centralized management plane is more
amenable than the status quo to a remote man-
agement scenario where the applications managing
the network reside in and are operated by cloud
providers. Hence, the design in the rest of this paper
starts off from the 4D model involving “thin” data-
plane devices that inform the management plane of
their basic connectivity and need to be fed with man-
agement state (example, routing tables) to operate.

However, we find that in some cases the remote-
ness of the management plane necessitates a differ-
ent refactoring of functionality than what has been
proposed in the past. In the following section, we
use example network management tasks to illustrate
this.

3 Network Management Functions

A remotely hosted management plane implies that
the latency to access it will be higher (bounded at
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Table 1: Management functions offered remotely

the bottom by the propagation latency to the cloud).
Further, the external links connecting the network
being managed to the cloud are part of the manage-
ment plane but not the data-plane of the network
per se. Thus, it is possible that the management
plane is not accessible even when there are no fail-
ures in the managed network and in such cases, the
data plane should operate correctly.

To show the feasibility of cloud-based manage-
ment in the face of these challenges, we divide man-
agement functions according to two criteria. The
first is the expected responsiveness of the function
which, in turn, is the latency to access the function.
Routing for examples requires fast response times in
order to re-route around failed links and nodes. On
the other hand, capacity planning and other traf-
fic engineering activities do not typically have such
stringent requirements.

The second criterion is availability, i.e. the depen-
dence the users have on being able to access and use
the service. Responsiveness requires availability, the
reverse however is not necessary. For example, an
active directory service that is used to achieve ac-
cess control in a network should always be available.
However, the increase in latency if active directory
servers were to be hosted remotely may not hurt the
users since they need to contact the servers only at
connection time and the resulting authorization is
cached for future use.

To separate these two criteria, the rest of this sec-
tion naively assume that a cloud management ser-
vice offers good availability (We discuss the validity
of this assumption in section 4.2.) Given this, Ta-
ble 1 summarizes how different management func-
tions can be offered remotely. Activities that do not
have stringent responsiveness requirements fit nat-
urally and can be moved to the cloud with ease.
Activities that do need to be responsive are more
challenging and require refactoring of functionality
so as to mask the latency to the cloud.



3.1 Functions with flexible responsive-
ness and availability requirements

Management tasks that do not depend critically on
responsiveness and availability are obvious candi-
dates to be implemented as a service. We classify
such tasks into two categories based on what a cloud
implementation has to offer.

— Cost benefits for infrequently run tasks. A fair frac-
tion of management tasks are executed infrequently.
For instance, traffic engineering tasks such as op-
timization of link weights based on traffic matrices
are aimed to account for changes in traffic patterns
over periods ranging from hours to days to weeks
and longer. Checking network configuration to de-
tect misconfigurations [4], or even testing configu-
ration changes before applying them are two other
examples.2 For such infrequent activities, the cost
of acquiring the necessary software and experience
may be prohibitive for many networks.

On the other hand, existing designs for such oper-

ations can be trivially extended to run remotely. We
show two examples in Fig. 1. As shown in the fig-
ure, today’s link weight optimization services can be
hosted in the cloud and shared by multiple networks
leading to amortized costs. An easily accessible of-
fering of link weight management and other similar
services may even encourage network managers with
limited experience or resources to use optimization
as part of their network management activities.
— Tasks enhanced by shared information. Beyond
cost savings, even the efficacy of many management
tasks can be enhanced by utilizing information from
other networks and the cloud provides a good avenue
to do so. As a matter of fact, there has been a recent
spurt in interest in the use of shared information
as a means of detecting, debugging and diagnosing
problems. NetPrints [1] and NetMedic [9] represent
prominent examples of the same. The basic idea here
is to maintain a common repository of configurations
and problems, and to mine that information in a
automated fashion in order to detect the root cause
of a problem. Specifically, these systems can be used
to identify the common patterns observed by many
networks that experience the same problems and use
this to diagnose the problem.

In essence, both systems use the power of the
crowd to perform more advanced debugging. Given

2For example, virtualization technologies, such as those
described in http://www.ipflow.utc.fr/index.php/Cisco_
7200_Simulator and http://www.gns3.net/ can be used to
simulate in a controlled environment the control plane of the
network using potentially the same software and configura-
tion as those used in the live network. Such a network lab is
easier to implement and maintain as a shared resource.
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Figure 1: Examples of network planning and other optimiza-
tion services. Central to this example is a storage server that
collects information about the network. The information is
collected either with the help of a “collector” (left), or di-
rectly from the cloud-enabled network elements (right). The
manager on the left wishes to optimize the routing process
in her network. (14) She contacts the relevant cloud ser-
vice, which (24) retrieves from the storage server the topol-
ogy and the traffic demands, computes the optimal solution,
and (34) communicates the results to the operator who (44)
initiates, through the collector, a series of configuration up-
dates. The manager on the right wishes to check whether the
configuration satisfies the policy constraints of the network.
He contacts a policy checker service, which reads the related
information from the storage server, verifies the configuration,
and returns the results to the manager.

their reliance on information from client networks,
we argue that these are working examples of cloud-
based management. A similar approach can be ap-
plied to tackling planning problems and answering
“what-if” scenarios [17]. For instance, a cloud ser-
vice can use its knowledge about how its client net-
works have evolved to predict the impact of capacity
addition for a specific client network. Today, such
capacity planning is mostly an ad-hoc process rely-
ing on knowledge embedded inside human experts,
if any, managing the client network.

Note that unlike the aforementioned class of in-
frequent activities which may be cheaper to imple-
ment as a cloud service, but where the central server
can be part of the network (and not necessarily
reside remotely), information sharing tasks do re-
quire a centralized cloud service, where many oper-
ators can upload configuration information, errors
and other information. Also, unlike the previous
examples, where the service could have been imple-
mented strictly as a processing service and leave the
ownership of the data to the network operator (i.e.,
the processing elements can throw away the data
after they finish processing), in this class of activi-
ties, network configuration (and mis-configuration)
information is stored externally for a potentially long
time period. This approach raises such privacy and
security concerns; however, we note that a range of
businesses value such risks lower than the expected
benefits.



3.2 Functions that depend on availabil-
ity, but are flexible on responsive-
ness

For some management functions, their design re-
laxes responsiveness requirements. A good example
is services relying on caching. Management func-
tions can use client-side caching to relax the need
for responsiveness. Consequently, the bar for mov-
ing such functionality to the cloud is low because
a remote implementation will not degrade respon-
siveness. Indeed, there have been many examples
that have shown that such transition is possible (and
beneficial to the users), including Email hosted ser-
vices, Customer Relationship Management services,
and Intranet Web services. Of course, the functions
will still need to offer high availability and section 4.2
discusses ways to achieve this.

A concrete example of such a management func-
tion is directory services that are often used to man-
age authentication, authorization and even informa-
tion dissemination in enterprise networks. Specif-
ically, Active Directory is a directory service used
for controlling user access to machines, services, and
resources, and for storing site-specific information.
Typically, human managers implement this service
by provisioning and maintaining logically centralized
Active Directory servers that serve clients. However,
clients cache responses (query responses, leases, cre-
dentials, etc.) so that they don’t need to access the
servers for every network operation. This implies
that moving the directory servers to the cloud, as
shown in Figure 2, will probably have little to no
impact noticeable to the client. Further, as shown
later, the monetary costs of such a move are small.

3.3 Functions that require responsive-
ness

Management functions that have stringent respon-
siveness requirements cannot be moved to the cloud
as is. Instead they need to be refactored into two
components: functionality that is latency sensitive
and hence, should reside on data plane devices and
functionality that can reside in the cloud.

Lets consider the example of Virtual Private Net-
works (VPNs) used to provide network access to mo-
bile users. VPN set up involves a mobile user con-
tacting a VPN server, which first validates the iden-
tity of the user, checks for compliance with network’s
policies (e.g. check for the latest version of the an-
tivirus and other required software patches), and
then establishes a bidirectional tunnel. As shown in
Fig. 3, a cloud-based VPN service would require that
the first two steps, i.e. authentication and policy
checking, be implemented in the cloud whereas the
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Figure 2: Two examples of how directory services can be
moved to the cloud. On the left, a user wishing to access a
internal web server, first contacts the cloud policy checker,
which consults the database that contains site authentication
and authorization information. Then, the checker issues a cer-
tificate that can be used by the user to access the server. On
the right, a user wishes to find nearby printers. She consults
a server that stores site specific information, who responds
with information about the printer.

actual tunneling/detunneling be implemented by the
network. This would reduce the complexity of man-
aging VPN access by “centralizing” checking and
authentication, especially for geo-distributed client
networks. Even the effort of knowing about the lat-
est software patches and virus definitions will be of-
floaded. Moreover, the cloud has better view of the
load on the entrance points and their location, and
may make a better decision on allocating users to
best entry points (in many current solutions, it is
the user that typically makes that choice).

We reiterate that unlike the previous case, where
we proposed to move the entire directory service to
the cloud, in this example we propose to decompose
the VPN service into components and offload to the
cloud only those components that are in the control
path, but not on the data path. We believe that
this approach may be necessary for other services
that want to take advantage of the cloud, but cannot
afford the latency of sending all traffic to the cloud
(in this case, we wanted to avoid sending all packets
first to the cloud and then to the network).

4 Challenges using cloud network
management

We now discuss two main challenges that may dis-
courage the adoption of network management as a
service: cost and availability. We show that many of
the services described above have small operational
costs. We examine the factors that affect availabil-
ity, and outline approaches that can improve it.
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Figure 3: An example of providing authentication, autho-
rization, and policy control by the cloud, in order to allow a
user to VPN to a network.

4.1 Costs

Estimating the costs of online network management
services without practical experience is difficult. The
price of such services will reflect their implemen-
tation and maintenance costs, the operational ex-
penses, and business realities (such as demand and
competition). We shall focus on the operational ex-
penses, and argue that the processing, bandwidth,
and transaction costs of some of the services de-
scribed above are small. We compute costs using
Microsoft’s Azure pricing model;® costs are similar
for other hosted environments.

We first turn our attention to standard authenti-
cation, authorization, and directory services. Using
data from [10], we computed the traffic volume for
Active Directory and Kerberos, and found that it
included ~230M packets and ~200GB of data for
roughly 400 hosts and 3.5 weeks. Assuming, for
simplicity, one transaction for every pair of pack-
ets, the bandwidth and transaction costs in today’s
prices would be less than $180/mo (plus $88/mo
CPU costs).

We now consider the example of storing network
information, such as network topology, configuration
files, and traffic patterns. This information can be
used for archiving purposes, and can also feed vari-
ous network planning activities. We are particularly
interested in storage since it is a rather expensive
service. We again use the network studied in [10],
which contains 200 backbone routers. An example
of traffic patterns of interest could be the traffic vol-
umes between all those 200 routers. For each of the
200x 200 = 40K entries of the traffic matrix, we shall
use 4bytes to store hourly traffic volumes. Assuming
no compression of the information (despite the fact
that many entries of that matrix are very small), we
will spend around $1/mo to store the hourly traffic

Shttp://www.microsoft.com/windowsazure/pricing/

matrices for 5 years (plus some extra for meta-data
information). Similarly, assuming 300K devices in
our network and 1KB per device (to store basic infor-
mation about a device and its connectivity) the cost
of storing one topology would be ~ $0.05/mo, (again
without any compression). Similarly, we expect the
cost of storing configuration files to be small. As-
suming an automated process for collecting that in-
formation and uploading it to the cloud, we argue
that the small storage costs make a compelling argu-
ment for storing network related information, which
later can be used by other applications.

4.2 Availability

A major concern with many online services is avail-
ability [16]. Unlike traditional network management
systems, where the human manager is responsible
for all dependencies of a service, in the case of on-
line services, the service itself and the network path
to the cloud is beyond the control of the manager.

The current cloud offerings promise availability
that is below the five nines expected by infras-
tructure and telecom networks. For example, Mi-
crosoft’s Azure SLAs promise availability between
99.9% to 99.95% for a range of services and appli-
cations.* Other cloud platforms and services make
similar availability promises. A 99.9% availability
implies that the service is not accessible for 44min
per month. If the service outages were short and
evenly spread in time, then their impact on many
network services (that have build-in retry mecha-
nisms), would be small. However, long periods of
outages may disrupt the operation of the network.
Without hard evidence, it is difficult to assess the
impact of current SLAs on cloud network manage-
ment. We expect that with time, cloud operators
will be able to offer more stringent availability guar-
antees [16].

The availability of an online service also depends
on the good health of the network path between the
network and the cloud, which depends on the inter-
mediate ISPs and other (external) entities. Standard
practices of negotiating appropriate SLAs and provi-
sioning backup links, both by the network and from
the cloud operator, should help in this direction. An-
other way employed by providers of online services to
reduce the dependency on the intermediate networks
is to increase their peering points [11,15]. The trend
of extending the cloud closer to its customers will
further improve the availability, throughput, and la-
tency of cloud network management services.

4http://www.microsoft.com/windowsazure/sla/



4.3 Other challenges

There are many other challenges and practical con-
cerns, including information leakage and security.

We envision a cloud that will enable an avalanche
of third party applications that promise to provide
new services and better insights about the network.
Even though it is reasonable to expect that the cloud
operator protects the privacy of the data, this may
not be realistic for all the 3rd parties that require
detailed information about the network in order to
provide extra services. Avoiding information leak-
age is a challenging problem ( [7,14]), and should
be an important concern for those wishing to utilize
services on top of the cloud.

If an attacker gains access to the online manage-
ment software, then he can inject arbitrary configu-
ration state to the network. Current networks em-
ploy various techniques to fend against such attacks
by, for example, restricting management access from
only a well-protected sub-network, or even by cre-
ating a physical separate management plane. We
should design similar analogies for cloud-based net-
work management solutions. In the event of a secu-
rity incident, the network should allow a rapid mech-
anism to re-create secure management channels.

5 Conclusions

This paper studies the possibility of moving man-
agement applications from the managed network to
the cloud, with a focus on the question of how to
deal with the increased access latency. We argue
that this is not a problem for a fair fraction of man-
agement applications, either by design or due to us-
age model. For applications that do need to be re-
sponsive, the challenge is to be able to decompose
them in a meaningful way so that the least amount
of functionality still resides on the devices them-
selves. While we used the simple VPN scenario for
ease of exposition, decomposing other latency sensi-
tive tasks might be more convoluted. For instance,
offering inter-domain routing as a service has been
studied [12] while we are currently exploring ways to
implement intra-domain routing as a service.
Despite this paper’s narrow focus on tackling the
increased latency, we are excited by the avenues that
the notion of management as a service opens. For
a whole host of reasons, network management has
been a singular activity. Cloud-based management
will change that and is bound to spur new manage-
ment designs and algorithms. For instance, access
to information about how a network (topology, traf-
fic matrix, applications) has evolved over time can
be used for everything from planning to debugging.

Beyond this, such archives could even be used to cor-
relate information across networks, something which
is certainly not available today.

Another challenging aspect of management today
is the myriad of devices, applications and interfaces.
While previous efforts in the research community
have proposed holistic architectures and generic ab-
stractions to tackle this, we envision that the ben-
efits of off-loaded network management might just
nudge network owners towards homogenized soft-
ware, devices and even topologies. This, of course,
assumes that we can overcome the technical and
business challenges posed by this new management
model.
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