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Abstract— Big Data Analytics requires partitioning datasets
into thousands of partitions according to a specific set of
keys so that different machines can process different par-
titions in parallel. Range partition is one of the ways to
partition the data that is needed whenever global ordering
is required. It partitions the data according to a pre-defined
set of exclusive and continuous ranges that covers the entire
domain of the partition key. Providing high-quality (ap-
proximately equal-sized) partitions is a key problem for the
big data analytics because the job latency is determined by
the most loaded node. This problem is especially challeng-
ing because typically no statistics about the key distribu-
tion over machines for an input dataset is available at the
beginning of a range partition. The system needs to find
a way to determine the partition boundaries that is both
cost-effective and accurate. This paper presents a weighted-
sampling based approach, implemented in Cosmos—the cloud
infrastructure for big data analytics used by Microsoft On-
line Service Division. The approach has been used by many
jobs daily and was found to be both efficient and providing
desired partition quality.

1. INTRODUCTION

Big data analytics has been gaining a momentum and
growing in importance over the last few years [5, 6, 10, 12,
15, 1]. This involves large-scale computations that use as in-
put data of volume that is often in the order of terabytes or
petabytes and are run in production data centers involving
tens of thousands of machines. A key factor to make such
computations efficient is to partition the data evenly across
different machines, so as to fully exploit parallelism in com-
putation where individual data partitions are processed in
parallel on different machines. However, we cannot always
partition the data arbitrarily. Different operators impose
different restrictions on the data partitioning. For example,
a GROUP BY query requires all the records with the same
key to reside in the same node. ORDER BY requires the
output file to be fully sorted, which means the data needs
to be range partitioned. In distributed data analytics, three
partition methods are commonly used (1) random, (2) hash
partition and (3) range partition. Different operators may
impose different restrictions and thus only some of the parti-
tions are applicable. Section 2 provides a detailed discussion
between commonly used operators and the three partition
methods.

Compared to the range partition, the other two methods
are relatively easier to implement since they do not need
to worry about the relationship between different key val-
ues. On the other hand, range partition requires a set of
key-ranges to be pre-defined. It is especially difficult to de-
termine the range partition boundaries in a time and com-
munication cost efficient manner for massive scale data that
is input to a computation. This input data may be a result
of an intermediate step in a computation and may be of an
arbitrary format. In such cases, we may not have statistics
about the data (to be partitioned), such as the number of
distinct keys or the total number of keys. Furthermore, the
input data may be skewed and the statistics such as the
number of records per machine or the number of records
per machine per key would typically be a priori unknown,
making the problem of data partitioning even more difficult.

A typical architecture for solving the range partition prob-
lem is to retrieve some statistics from each site that contains

Figure 1: System consists of a coordinator node and
k sites. Each site has access to a portion of input
data.

the input data by a coordinator node. The coordinator
then uses the statistic to determine the partition bound-
aries. In general, effective range partitioning is crucial for
many scenarios in a distributed environment and how to
choose partition boundaries is a challenge. Sampling based
methods for range partition are in particular appealing in
comparison with alternative approaches (e.g. using quantile
summaries) in view of their simplicity and efficiency (see
the discussion in related work section). For example, Tera-
sort [13], which won the data sorting challenge in 2008 [11],
used a customized sampling based partitioner with standard
Mapreduce sort running on Hadoop [5, 6]. The importance
of selecting an appropriate sample for range partition was
articulated and experimentally demonstrated in [14].

We consider a standard distributed system model that
consists of k sites and a coordinator node (see Figure 1).
The coordinator is a designated node that needs to compute
the partition boundaries using as input some statistic about
the dataset. A site may refer to a task running on a machine
in a distributed cluster of machines, which reads a portion
of input data. Tasks are usually assigned to machines re-
specting data locality, so that typically, a task is assigned
to a machine that has a proximal access to data. Hence,
our goal is to make efficient use of the communication band-
width between the coordinator node and sites. Notice that
the range partition problem bears an intrinsic accuracy-cost
trade-off - we would like to take a large number of samples
in order to accurately determine the boundaries of ranges;
at the same time, we want to limit the number of samples
in order to save communication bandwidth. The question
that we study in this paper is as follows:

Q) How samples should be taken from a set of
distributed sites such that the data range parti-
tion meets a prescribed accuracy guarantee?

We define the range partition problem studied in this pa-
per more specifically as follows. Suppose the input data is
a multiset 2 of n > 1 data items that admit a total order,
that is for every pair of data items a,b € {2 we have either
a < bor a > b This accommodates as a special case a
dataset where each item a corresponds to a real value in 2,
and note that we allow for values to be non unique. The
input data is partitioned across k sites such that each site
j € k] ={1,2,...,k} is associated with a multiset of data



items ; and we have Q = W;c;;)2;. Given an input pa-
rameter P = (p1,p2,...,Pm) such that 0 < p; < 1, for every
i € [m] and } ., pi = 1, the goal is to partition data
in m ranges such that the number of data items mapped
to a range ¢ is approximately p;n. Our primary interest in
this paper is to produce a balanced range partition, so that
pi = 1/m, for every i € [m], as this is the most important
case for big data analytics applications." A range partition
of € according to p is said to be e-accurate, if for given
0 < e < 1, the number of data items that are mapped to
range i, denoted as Q;, satisfies Q; < (1 + €)pin, for ev-
ery range ¢ € [m]. This is a standard objective for range
partition [2]. A sampling based range partition amounts to
collecting a sample of data items from €2 by the coordinator
node, and then computing the boundaries of ranges using
a statistic derived from this sample. The challenge lies in
choosing a sample size that is large enough so that the range
partitioning meets the accuracy guarantee with a prescribed
probability of success.

In this paper we characterize the required sample size to
guarantee the aforementioned quality of the data range par-
tition. We consider a simple sampling scheme which assumes
a provision to take a random sample of a given sample size
from a distributed dataset. We first characterize the suf-
ficient sample size for the simple sampling scheme without
worrying how to take such a sample (assuming this is en-
abled by an underlying system component). Previous work
assumes that each record in the dataset (to be partitioned)
has a unique key. We provide results that allow non-unique
key values. Taking a random sample from a distributed
dataset is a nontrivial task in absence of statistics such as
the number of data items per site. TeraSort uses a simple
approximate approach by taking an equal number of sam-
ples from each site independently. This approximation is
acceptable if the input among different sites are approxi-
mately equally-sized, though they still did not answer an
important question on how many samples to take from each
site so as to guarantee a prescribed partition accuracy. This
approach fails in many day-to-day jobs running in Cosmos
where the distribution of the number of data items across
sites is commonly imbalanced. We discuss several common
scenarios that cause this imbalance and provide empirical
evidence that such imbalances are indeed common patterns
in practice, using some typical datasets that are processed in
Cosmos. We then introduce a more sophisticated weighted
sampling scheme that accounts for the imbalance of the
number of data items across sites. This sampling scheme
takes an equal number of samples from each site, but then
merges these samples into a summary sample in such a way
that ensures a site gets a proportional representation in this
summary sample with respect to the number of data items
accessed through this site. We then mathematically analyze
how many samples are needed using this approach in order
to satisfy a prescribed accuracy guarantee.

1.1 Summary of Our Results

Our contributions can be summarized in the following

'Our analysis allows for arbitrary range partition, which
may be of general interest. This would support environ-
ments where data has to be range-partitioned across hetero-
geneous computing machines or when computational com-
plexity of an underlying task is dependent on the section of
the input data range.

points:

1) Simple Sampling Scheme: We studied a simple sampling
scheme and characterized a sufficient sample size for this
sampling scheme to guarantee a given accuracy with a pre-
scribed probability where the input data could have multiple
records with the same partition key value. Previous research
work was restricted to the case of unique key values [2].

2) Weighted Sampling Scheme: We provide and analyze a
practical weighted sampling scheme that allows input data
to have repeated partition key values and allows the input
data to have arbitrary distribution of the number of data
items per site, given that the simple sampling scheme is dif-
ficult to be implemented in practice. We characterize the
sufficient sample size to guarantee a given accuracy with a
prescribed probability. This analysis reveals what is the suf-
ficient statistics needed about the dataset to determine the
required sample size. In particular, we find that a key statis-
tic is a measure of imbalance of the number of data items
across sites.

3) Data Analysis: We provide a data analysis of some typical
datasets processed in a production data center of a major
online service provider to evaluate the extent of data imbal-
ance across sites, and provide simulation results to evaluate
the efficiency of the weighted sampling scheme.

1.2 Outline of the Paper

The paper is structured as follows. In Section 2 we first
overview the architecture of Cosmos and then discuss the re-
lationship between the commonly used operators and data
partitioning methods. In Section 3, we first introduce the
simple sampling scheme, and then provide the sufficient sam-
ple size analysis. In Section 4, we first discuss why the sim-
ple sampling scheme is not practical. We then discuss the
approach used in TeraSort and point out that this is also
not practical because the input data is not always balanced
across different sites for day-to-day jobs. We then discuss
several typical scenarios that cause imbalance of the data
items across sites, and then introduce our weighted sampling
scheme. We finally provide analysis results on the required
sample size to meet a prescribed accuracy guarantee for data
partition with a given probability using the weighted sam-
pling scheme. Section 5 provides data analysis results and
evaluation of the required sample size for different values
of input parameters and data inputs. Related work is dis-
cussed in Section 6 and in Section 7 we conclude. All the
proofs are deferred to Appendix (some to the Appendix of
the companion online technical report [18]).

2. DATAPARTITIONING IN BIG DATA AN-
ALYTICS

In this section, we first discuss how a typical big data
analytics platform looks like by giving a brief description
of Cosmos, the cloud infrastructure for big data analytics
used in Microsoft Online Service Division. We then discuss
the SCOPE language, a high-level SQL-like descriptive lan-
guage used by Cosmos to for big data analytics. Then we
discuss different operators used in SCOPE and their rela-
tionship with three well-known partition methods. Finally,
we briefly discuss the infrastructure described in the intro-



duction section, which is used for the range partition.

2.1 Cosmos and SCOPE

Cosmos is a large-scale, distributed storage and comput-
ing platform developed by Microsoft, running on tens of
thousands of commodity servers. Cosmos provides a cost-
effective infrastructure to reliably store massive amounts of
data, and process and analyze the data in an efficient, robust
and scalable fashion.

Cosmos has three layers: (1) Cosmos storage layer, (2)
Cosmos execution layer and (3) SCOPE layer. Cosmos stor-
age layer is a distributed storage system that is designed and
optimized for storing petabytes append-only sequential files.
Each file is composed by a sequence of extents. Each extent
is typically a few hundred megabytes in size. Extents are
compressed, and replicated to different machines for cost
efficiency and reliability.

Cosmos execution layer uses Dryad [10] to execute a job.
A job is modeled as a directed acyclic graph (DAG). Each
vertex in the graph is a computation unit and each edge
represents a data flow. The job is executed by the Job Man-
ager, which is a single coordinator for all the vertices of
the job. Job manager constructs the job graph and sched-
ules the vertices (computation units) to different machines
in the data center. It also monitors the running vertices,
and rerun the vertices when failure happens. We refer the
interested reader to the Dryad paper [10] for details.

SCOPE is the official (and only) language for users within
Microsoft to submit analytical jobs to Cosmos. Each day,
thousands of scope jobs are running over petabytes of data.
SCOPE is a SQL-like descriptive scripting language. But it
is also very extensible to allow arbitrary customized C#
types and functions. A SCOPE script is a sequence of
SCOPE statements. Most SCOPE statements take one or
more rowsets as input and generates one output rowset. The
most commonly used statement is the SELECT statement,
which basically implements the SQL SELECT statement.
It supports filtering, projection, all sorts of joins, aggre-
gates, group by and order by. Sub-queries are not sup-
ported. SCOPE also provides three statements, PROCESS,
REDUCE, and COMBINE, that allows users to write cus-
tomized C# code to manipulate the rowset transformation.
PROCESS is a row-wise independent operator that is equiv-
alent to Map in MapReduce. REDUCE is the same as the
Reduce in MapReduce. Combine is equivalent to a cus-
tomized join. We refer the interested reader to the SCOPE
paper [1] for details.

2.2 Data Processing Operators and
Data Partitioning

Like other data analytics platforms, Big Data Analytics
needs similar operators: projection, filtering, join, group by,
sorting, and etc. Given the input data volume, it is impor-
tant for Big Data Analytics platform to be able to partition
input data into thousands of partitions, so that each parti-
tion can be executed in parallel. However, data cannot be
partitioned arbitrarily as different operators impose differ-
ent restrictions on how the system can partition the data.
We review some basic restrictions.

We first look at the MapReduce programming model. Map
is basically an operator that applies to each row indepen-
dently. We call this type of operator a row-wise indepen-
dent operator. Row-wise independent operators allow the

system to process each row independently and possibly in
parallel. Therefore, regardless how we partition the data, it
would not break the semantic of row-wise independent op-
erators. Reduce, however, is different. It is required that
all the rows that has the same key value must be presented
and processed together for a Reduce command. Therefore,
our partition scheme is constrained. We cannot put rows
with the same key into different partitions. We call such an
operator a key-wise independent operator.

In SCOPE, it is clear that operators such as filtering and
projection are row-wise independent operators. Join and
group by are key-wise independent operators. Order by is
different. Order by imposes a global ordering according to
some ordering key. But no single machine can sort all the
data, even using disk-based sorting, in a reasonable amount
of time. Thus, we require data to be partitioned so that
these partitions have an ordering: all records in one parti-
tion must all be either smaller or larger than any record in
another partition.

As mentioned in Section 1, random partition, hash parti-
tion and range partition are three commonly used partition
methods in big data analytics. Random partition randomly
partitions the data into partitions without any limitations.
Hash partition first needs to hash the record partition key,
and then map the hash value of the key to a partition. There
are multiple ways for this mapping. A typical approach is
round-robin, that is, mod the hash-key with the number of
partitions, the result is the partition id (0 is the first index).
For example, if hash key is 38 and we need 5 partitions.
This record is mapped to partition 3. It is important to un-
derstand that hash-partition provides key-wise independent
guarantee, because if records have the same key value, they
must have the same hash value. Thus, they will be mapped
to the same partition. However, hash partition does not
guarantee ordering among the partitions.

Range partition is to partition the data according to a
prescribed ranges. Range partition provides both key-wise
independent guarantee and partition-wise ordering. There-
fore, anything that could be implemented using hash par-
tition can also be implemented using range partition. In a
big data analytical platform, if global sorting is a required
feature, then range partition is required to be implemented,
but hash partition is not required.

3. SIMPLE SAMPLING-BASED RANGE
PARTITION

This section first introduces the simple sampling scheme.
Then we discuss the sufficient sample size for this approach.

3.1 Simple Sampling Approach

In practice, the sample size is typically arbitrary fixed
and thus does not necessarily meet an a priori specified
guarantee. For example, in Terasort [13], the sampler used
100,000 keys to determine the reduce boundaries, and it was
observed that the distribution between reduces was hardly
perfect and would have benefited from more samples. It is
thus important to understand how many samples should be
taken from a dataset to meet an a priori specified accuracy
guarantee. We will consider the following simple sampling



scheme.

Simple Sampling Scheme

Input: partition relative sizes p'= (p1,p2,. .., Pm)
Parameter ¢ := number of samples

1. SAMPLE: Coordinator collects a set S of ¢t random
samples from )

2. PARTITION: Coordinator determines boundaries of
ranges using data samples S

This is a natural and standard random sampling scheme
that was considered in prior work as early as in [2]. The
random sample is assumed to be either with or without re-
placement where the latter could be realized by a reservoir
sampling scheme [17], if the data is stored on one site. The
challenge lies in setting the sample size large enough such
that the desired data range partition meets a desired accu-
racy guarantee for given relative partition sizes p' and input
data which may consist of data items with repeated data
values.

3.2 Approximation Guarantee

We recall that given as input, relative partition sizes p'=
(p1,p2,-..,pm) and the relative accuracy parameter € > 0,
a range partition of a dataset €2 is said to be e-accurate,
if denoting with @Q; the number of data items of € that
fall in range i, we have @Q; < (1 + €)pin, for every range
i € [m]. We would like to guarantee the latter property to
hold with a probability at least 1 — §, where § € (0,1] is an
input parameter. We will denote with 7 the smallest relative
partition size, i.e. T = min;e[m,) p:. Notice that for the case
of a balanced partition, 7 = 1/m.

Let us also introduce some additional notation. Let h(a)

denote the frequency of a data item a € Q, i.e. h(a) =
[{beQlb=a}|

1]
frequency of a data item, i.e.

. We define ¢ to be an upper bound on the largest

h(a) < ¢, for every a € Q.
Notice that if all data items are distinct, then ¢ = 1/n.

3.3 Sufficient Sample Size for Simple
Sampling Scheme

We characterize the sufficient sample size for the simple
sampling scheme as follows.

THEOREM 1. Suppose that sampling is random either with
or without replacement. Suppose that € > ¢/7 and that the
sample size t satisfies

l—m(1+¢/m)(1-¢/(1 —7))
(1 —¢/(em))?
where polylog(1/8,m,n) = log (%) + log(m) + log(n).?

Then, the range partition is e-approzimate with probability
at least 1 — 6.

t > 27—

- polylog(1/6,m, n)

2Hereinafter, for simplicity of exposition, we omit a factor
in the sufficient sample size which is 1 4+ O(e).

Proof is provided in Appendix A. Note that the theorem
tells us that in order to derive a sufficient sample size, we
need the following information about the input dataset: (1)
an upper bound on the total number of data items and (2)
an upper bound on the frequency of the most frequent data
item. For the case of a balanced range partition, we have
the following corollary.

COROLLARY 1. For a balanced range partition over m >
1 ranges, we have that an e-approximate range partition can
be computed with probability at least 1 — §, provided that
€ > ¢m and the sample size t is such that

t> i—?% - polylog(1/d,m,n).

These results are established by using the framework of
large deviations and provide a tight characterization of the
probability of error exponent (the factor that multiplies the
polylog term in the above expressions).. For the special case
of a balanced partition into m ranges and ¢m = o(1),? the
bound in the corollary boils down to

2m
t> = - polylog(1/5, m,n).

The result of this type for a balanced range partition was
first asserted in [2] and later extended to arbitrary range
partition in [16]. The new information in the above results
is in allowing for non unique data values which affects the
sample size through the parameter ¢. The communication
complexity of the sampling scheme is O(m/e*) where the
scaling ©(1/€%) is a folklore known to hold for sampling
based schemes. We further discuss related work later in
Section 6.

Remark In Appendix A, we provide a less explicit but
tighter characterization of the sufficient sample size than
that in Theorem 1.

4. WEIGHTED SAMPLING-BASED RANGE
PARTITION

In this section, we first discuss why simple sampling scheme
is not practical in applications. We then introduce the
weighted sampling scheme, and provide the sufficient sample
size analysis for this scheme.

4.1 Why is Simple Sampling Scheme not
Practical?

The key assumption of the simple sampling scheme is that
there is a provisioning to take a random sample from the
dataset. This is a nontrivial task in distributed environ-
ments where the input data is distributed across several
sites. Any one-pass algorithm requires to merge the sam-
ples taken from each site into a statistically correct random
sample, with or without replacement. The merge opera-
tion is costly. Omne needs to take a random sample from
a hypo-geometric distribution or multinomial distribution
for sampling without replacement and with replacement, re-
spectively. This limits size of merged sample to be the mini-
mum size of the samples from each site. That is, most of the

3This holds, for example, when the data values are unique
so that ¢ = O(1/n) and m/n = o(1), i.e. the number of
partitions is much smaller than the total number of data
items.



samples are discarded in order to make a statistically correct
random sample. Other approaches are no longer one-pass.
Typical approaches need at least two passes. In the first
pass, each site sends the number of records from each site to
the coordinator. The coordinator then can determine how
many samples is needed from each site by using a hyper-
geometric distribution or multinomial distribution, depend-
ing whether sampling without replacement or replacement
is used. These samples can then be simply merged. A two-
pass algorithm is generally too costly in this environment.

TeraSort [13] uses an approximate approach by taking
equal-size random samples from each site, and the merges
these samples at the coordinator directly. This approach
is reasonable for TeraSort since each site has the same in-
put data volume, even though they do not study the suffi-
cient sample-size problem in their approach, and just picked
some arbitrary number as the sample size. However, this
approach is not practical for day-to-day big analytical jobs
in practice. This is because the data input sizes across sites
is imbalanced and there may be a lack of a prior informa-
tion about this imbalance. In the next section, we evaluate
origins of such data input size imbalance and then present
a sampling scheme that accounts for this imbalance.

4.2 What may Cause Input Sizes Imbalance?

We discuss several common data processing operations
that may cause imbalance of data input sizes across sites.
This, together with data analysis in Section 5, serves as a
motivation to consider a more sophisticated sampling scheme
in the section following the present one. We consider the fol-
lowing common data processing operations.

JOIN. Consider the following basic join operation:

SELECT
FROM A INNER JOIN B ON A.KEY==B.KEY
ORDER BY COL;

This requires the system to co-partition A and B on A.KEY
and B.KEY, respectively. For intermediate results, our sys-
tem writes the output to the local volume of the same ma-
chine. Then, the system needs to partition the join result
(using range-partition) on COL. Even though we can guar-
antee that A and B are evenly partitioned, there is no guar-
antee that the join result of each node would contain approx-
imately the same number of records. In fact, the number of
records on different nodes can be very different. This is one
real example where we need to partition a data input with
imbalanced sizes across machines. In distributed comput-
ing environments, there are even other fundamental reasons
why a balanced input does not guarantee a balanced output,
for example, in these environments it is typical to write in-
termediate output to local volumes directly, which are then
used as input for subsequent computations. Again, there
is no reason that such intermediate result sets would be of
roughly the same sizes across different nodes.

REDUCE. Consider a reduce command that reduces on
an integer key. What this reducer does is to replicate copies
of rows it sees according to the key value. For example, if
key=2 then all records are replicated twice. If key=100, all
records are recorded 1000 times. Now if the number of keys
at each node is identical, the output data may be different,

depending only on the key values.

Lookup Table. Consider that we have a static lookup ta-
ble. Each node does the following: for any given input row,
look at column X, if column X is in the lookup table, then
the row is returned. Otherwise, the row is filtered out. If the
input was range partitioned (or hash partitioned) on column
X, then there is a good chance that many nodes return very
few rows and a few nodes return many rows.

UNPIVOT. Consider the following example of the unpivot
operation, which is widely used in processing of graph data:

Column 1 Column 2
1 2, 3
2 3,9, 8, 13

The output of the unpivot operation is (1,2), (1,3), (2,3),
(2,9), (2,8), (2,13), ---. If the data range partition is with
respect to Column 1, then the output sizes may well be
imbalanced because of the variable number of elements in
Column 2.

The above common data processing operations suggest
that in practice input data sizes across sites may well be
imbalanced, and later in Section 5 we provide an evidence
of this using some common datasets from an operational
data center.

4.3 Weighted Sampling Approach

In this section, we introduce a weighted sampling scheme
that accounts for imbalance of data input sizes across sites.
The sampling scheme is designed to create a summary sam-
ple such that a site with a larger number of data items is
represented with a larger number of elements in this sum-
mary sample. This is done with the aim to reduce the bias
due to imbalance of the data input sizes across different sites.

Weighted Sampling Scheme

Input: partition relative sizes p'= (p1,p2,...,Pm)
Parameter ¢t := total number of samples to take

1. SAMPLE: Coordinator node requests t1 samples from
each site. Each site ¢ reports to the coordinator a
multiset S; that is a random sample of ¢/k data items
from ©; and the total number of items n; = |€;].

2. MERGE: Coordinator node constructs a summary sam-
ple S of data items by initializing S = () and then
adding n; copies of each item in S; for every site i.

3. PARTITION: Determine a set of keys that partition
the summary sample S into m ranges with each range
1 containing a fraction p; of data items in S.

Notice that the data input size accessed through each site
is used only after the sample is collected. This means that
the scheme can be implemented by making one pass through
the data - each site may take samples by using a sampling
scheme (e.g. reservoir sampling [17]) that makes one pass
through the data, and once this pass is completed, the site
knows the total number of data items accessed through this



site. Using the above weighted sampling scheme, a summary
sample is constructed such that each site is represented by a
number of sampled items that is proportional to the number
of data items accessed by this site. Note that is to mitigate
the bias due to the imbalance of data input sizes across sites,
but it does not necessarily completely remove it.*. There-
fore, we need to study what the sufficient sample size is in
order to guarantee accuracy of range partition.

4.4 Sufficient Sample Size for Weighted Sam-
pling Scheme

We next characterize the sufficient sample size for the
weighted sampling scheme. We shall see that a single pa-
rameter that quantifies the imbalance of data sizes across
sites plays a key role in determining the sufficient sample
size, which we introduce in the following definition.

DEFINITION 1 (INPUT SIZES IMBALANCE). Given a num-
ber of sites k > 1 and the number of data items per site spec-
ified by the vector it = (n1,na,...,nk), we define the input
imbalance statistic as follows

a(it) = K’ (7)? /4.
where a(@)? is the variance parameter given by o(f)? =
k 2 Eoony
%Zizl (%) - (% Zi:l %)2

Notice that «(ii) = [k Zle(ni/n)Q — 1]/4. For the per-
fectly balanced number of data items per site, i.e. 7 =
(n/k,n/k,...,n/k), we have a(ii) = 0. The other extreme
is when all data items reside exclusively at one site, i.e.
n; = n, for some ¢ € [k], and in this case a(77) = (k — 1) /4.

The following is the main theorem of this paper.

THEOREM 2. Assume ¢ < mwe. Then, the sufficient sam-
ple size t to guarantee e-accurate range partition with prob-
ability at least 1 — § is

2(1 — m + a(f))
~ w2 (1 — ¢/(me))?
where p(1/8, m,n, k) =log(1/8) + log(m) + klog(n).

Proof is provided in Appendix. The proof is based on a
careful analysis of the probability of error exponent and ex-
tracting the most essential terms. The theorem tells us that
in addition to the sufficient statistics identified for the sim-
ple sampling scheme, the additional statistic that is needed
to determine a sufficient sample size is the input sizes im-
balance statistic a(7i). In Appendix B.3, we provide a nor-
mal approximation that provides the same result as in the
theorem with ¢ = log(m/d), which we suggest to use in
applications.

We next derive a corollary that characterizes sufficient
sample size for data input whose sizes across sites are con-
stant factor imbalanced, a simple concept that we introduce
in the following definition.

-0(1/8,m,n, k)

DEFINITION 2 (CONSTANT FACTOR IMBALANCE). A dis-
tribution data items over sites is said to be p-constant factor
imbalanced if the number of data items n; at each site i is
such that n; < pn/k.

4Under a uniform random sampling scheme, the number
of samples taken across sites (t1,t2,...,tx) is a multivari-
ate random variable that has a multinomial distribution
with parameter (t,7/n). Moreover, the weighted sampling
scheme replicates samples which may introduce correlations.

Sample Collector

]

cal Partitioner

0 D)

W

Partition Merger

Figure 2: Weighted Sampling algorithm implemen-
tation in SCOPE.

In other words, the maximum number of data items per
site is at most a factor p of the mean number of data items
per site. We observe that for data input sizes 77 that are
p-constant factor imbalanced, we have a(i) = (p* — 1)/4,
which yields the following corollary.

COROLLARY 2. Assume ¢ < me and that the distribu-
tion of data items over sites is p-constant factor imbalanced.
Then, the sufficient sample size to guarantee e-accurate par-
tition with probability at least 1 — § is

20 —m) +5(0° - 1)
me?(1 - ¢/(me))?

The corollary tells us that for any distribution of data
over sites such that the maximum number of data items at
a site is at most a constant factor of the mean number of
data items per site, the required sample size increases only
for a constant factor compared with the case of perfectly
balanced data input.

The above results provide an upper bound on the commu-
nication complexity. Notice that the algorithm uses a sin-
gle round of communication between the coordinator node
and sites, where in the forward direction O(k) information
is transferred, it remains only to asses the information in
the backward direction, from the sites to the coordinator.
For a balanced range partition, the total communication is
O(m(1 + a(7))/€?), and we note that in case of a constant
factor balanced input sizes, the communication complexity
is O(m/e?). This is again is inline with the folklore that
sampling based schemes require 2(1/¢?) amount of commu-
nication.

4.5 How is Weighted Sampling Range Parti-
tion Implemented in SCOPE?

Dryad uses a DAG as its execution graph, where each
vertex is a computation unit and each edge is a data flow.
SCOPE generates a few specific vertices and edges for the
range partition in the execution graph. Figure 2 describes
the graph. We describe the algorithm as follows:

o(1/6, m,n, k).

1. Each site that contains the input data takes a fixed-size
sample, described as the sample collector in the figure.



The site sends the total number of records together
with the samples to a coordinator, discussed below.
Notice that these vertices output two data channels,
one for the samples to the coordinator, and one for
the local partitioner—the computation vertices that do
the local partitioning according to boundaries from the
coordinator.

2. The coordinator collects all the samples according to
the weighted-sampling scheme, and computes the range
boundaries. The boundaries are sent to the local par-
titioners.

3. Each of the local partitioner partitions its local data
according to the boundaries sent by the coordinator.

4. Finally, each downstream partition merger (one per
partition) reads its portion of the data from every local
partitioner and aggregates the inputs to continue its
computation.

There are a few things that are worth mentioning. First,
the job manager is quite intelligent in that it could figure
out that sample collectors and local partitioners are reading
the same data. Therefore, each corresponding local parti-
tioner will be scheduled to the same machine as each sample
collector to minimize the overhead. Second, the aggregation
at the coordinator side to collects all the samples is done
by building an aggregation tree to improve the efficiency
and reduce the cross-pod network traffic. Third, when the
coordinator sends back the partition boundaries to each lo-
cal partitioner, the job manager is smart enough to only let
the coordinator communicate to one vertex per pod; other
vertices in the same pod will get the data from the one
that communicates to the coordinator. This way, we reduce
the cross-pod network traffic. Finally, the local partitioner
writes to a single file even though it partitions the data into
multiple partitions. The partition mergers are able to figure
out what offsets they need to read from each local parti-
tioner using the information passed as part of the metadata
to build the execution graph. This way, we reduce some
overhead to the distributed file system, especially for the
metadata service.

5. DATA ANALYSIS

In this section we evaluate the extent of data input sizes
imbalance in some real-world datasets and compare the suffi-
cient sample size with empirical estimates. For our analysis,
we use some typical datasets that are processed in Cosmos
in daily job processing. We also use some synthetic data to
further evaluate tightness of the sample size characteriza-
tions.

We consider a set of datasets that we retrieved by execut-
ing SCOPE queries on some typical datasets over particular
intervals of time, so as to keep the data sizes manageable
for the purpose of our analysis but still being representative
of typical datasets. The datasets are diverse with respect
to the total number of records, the raw byte sizes and the
number of sites through which the data is accessed. These
datasets are also diverse with respect to the application do-
main; they pertain to some major online services supported
and processed in the Cosmos platform on a day-to-day basis.
A summary of the datasets is provided in Table 5.

Table 1: Datasets used.

Dataset [Records Raw bytes Sites
DataSet-1 62M 150G 262
DataSet-2 37TM 25G 80
DataSet-3 13M 0.26G 1
DataSet-4 ™ 1.2T 301
DataSet-5 106M 7T 5652
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Figure 3: Distribution of the number of data items
across sites.

5.1 Data Input Sizes Imbalance

We first evaluate the imbalance of the number of data
items across sites. In Figure 3, for a given dataset, we
present the percentage of data items covered by a given per-
centage of sites where sites are sorted in decreasing order
with respect to the number of data items they are associated
with. These representation clearly shows that the distribu-
tion of the number of data items across sites is imbalanced.
If the data input sizes were perfectly balanced, then this
would correspond to the dashed line in Figure 3. We ob-
serve that data input sizes may be significantly imbalanced.

‘We now examine the data input sizes imbalance, the statis-
tic, which in Section 4.4 we found to play a key role in deter-
mining the sufficient sample size for the weighted sampling
scheme. In Figure 4, we present this statistic for various
datasets that we study and observe that there exist cases
for which this parameter can be in excess of 10%.

5.2 Sufficient Sample Size

We demonstrate correctness and accuracy of the weighted
sampling scheme using both real and synthetic dataset. The
use of real data enables us to demonstrate performance of
the algorithm in an operational system. We also use syn-
thetic data to demonstrate accuracy and tightness of the
sufficient sample size as this allows us to have control over
data input sizes imbalance.

We first demonstrate the accuracy of the range partition
using Dataset-1 as input data to our implementation of the
weighted sampling scheme in Cosmos. This range partition
was run for the number of ranges determined such that there
are 100,000 of records per range and fixing the probability
of error § to 0.1, for various choices of the input parame-
ter €. In Figure 5, we show the sufficient sample size and
the observed relative error versus the input parameter e.
These results demonstrate how closely the observed relative
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Figure 5: Range partition of DataSet-1: (top) sam-
ple size vs. ¢ and (bottom) relative error vs. e.

error matches the input parameter ¢ and how this can be
achieved by sampling only a small percentage of the input
data records.

We further demonstrate the accuracy of the weighted sam-
pling range partition using a synthetic input dataset in a
simulator, which allows us to control the data input sizes
imbalance. The input dataset is assumed to be distributed
across sites so that there is a unique site that may access
a larger number of data items than any other site, and all
other sites access an equal portion of the input dataset. Con-
cretely, without loss of generality, we assume that data in-
put sizes are such that n; > ne = -+ = ny = ani, where
a > 1 is an input parameter that we vary. The case a = 1
corresponds to a balanced input dataset. Given the to-
tal data input size n, we have n; = na/(a + k — 1) and
n; =n/(a+k—1), for i =2,3,...,k. Specifically, we con-
sider the case the input data of n = 100,000 data items,
partitioned across k = 4 sites and balanced range partition

in m = 5 ranges with the relative accuracy ¢ = 1/10. The
input data items are assumed to be of distinct values and
assigned uniformly at random across sites subject to given
data input sizes across sites. In Figure 6 we present esti-
mated probability of error for given sample size along with
95% confidence intervals for varying values of parameter a.
We observe that the probability of error clearly exibits an
exponential decrease with the sample size. In the figures, we
also show our analytical sample sizes, derived in Theorem 2,
for o = log(1/6) and (dashed line) and ¢ = log(m/d) (solid
line). These results demonstrate the accuracy and tightness
of the sufficient sample size characterization.

6. RELATED WORK

Big data analytics becomes an important area over last
few years. MapReduce [5, 6] introduced by researchers al-
lows users to process massive amount of data using two sim-
ple primitives: Map and Reduce. Hadoop is an open source
implementation of MapReduce. Dryad [10] is a more flexible
approach that allows users to describe the computation as a
data flow DAG, where each vertex is a computation unit and
an edge indicates a data flow. These systems provide auto-
matic parallelism and automatic fault tolerance and failure
recovery mechanisms. Pig [12] and Hive [15] are two high-
level descriptive languages on Hadoop for big data analytics.
SCOPE [1] is a SQL-like descriptive language on Cosmos for
big data analytics. These languages make big data analytics
easy to perform for end users while maintaining the scala-
bility and robustness of the underlining system.

One of the early references related to our work is that of
random sampling for histogram construction by Chaudhuri
et al [2] which may be seen as simple sampling scheme for
determining a balanced range partition. Our analysis of the
simple sampling scheme yields similar type of bounds for
sufficient sample size, but allows for non-unique data values
and arbitrary range partition.

The range partition problem may be seen as essentially
equivalent to the problem of computing quantiles. For the
quantile computation there are two versions of the prob-
lem (1) one-shot, where the output of the computation is
required at the end of processing of an input stream and
(2) continuous, where the output is required at each instant
while passing through an input stream of data. Our work in
on the one-shot version of the problem. Recent work on con-
tinuous quantile tracking [9, 19, 3] suggests that a practical
algorithm may be derived for balanced range partition in m
ranges with expected total communication cost O(mv/k/e).
Note, however, that the algorithms that we consider are dif-
ferent as they require only a single round of communication
between the coordinator node and sites.

An alternative method for computing quantiles is to use a
histogram-based approach where each sites compute quan-
tile summaries from their locally accessed data, which are
then merged to create an aggregate quantile summary. By
results of Greenwald and Khanna [7, 8], we know that using
this approach we could compute a balanced range partition
in m ranges with total communication cost O(mk/e). A
drawback of this approach is that it assumes that the largest
frequency of an item locally at each site is at most 2¢ where
€ is the relative accuracy parameter. While this is a reason-
able assumption for the case of unique data values, it may
be a restrictive assumption in case of non-unique values and
where the data items are distributed across sites such that
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Figure 6: Probability of error vs. sample size: (left) a =1, (middle) 2, (right) 4.

for some sites the local frequency of an item is large while
the frequency of each item in the entire dataset is actually
small. Another drawback is that the total communication
cost would be larger whenever the number of sites k is suf-
ficiently larger than 1/e, which may well be the case in big
data analytics environments. Finally, the approach based
on quantile summaries is more computationally expensive
as each site needs to create a quantile summary which re-
quires sorting the locally accessed data.

7. CONCLUSION

We have analyzed several sampling based methods for
range partition of data for big data analytics processing
tasks. We introduced a simple weighted sampling scheme
that accounts for data input sizes imbalance, which we demon-
strated to be prevalent in real production data centers. Our
analysis provides tight estimates for the sufficient sample
size to guarantee a prescribed accuracy of range partition.
The weighted sampling scheme presented in this paper has
been used daily in the Cosmos environment, and has proved
itself to provide a desired accuracy at a low cost.

There are several interesting directions for future work.
First, one may investigate how to design practical algorithms
that are communication cost efficient for various types of
queries and allowing for multiple rounds of communication.
Furthermore, one may study how to integrate with a query
optimizer so that the most effective sampling method is
chosen given the prior knowledge that the optimizer knows
while the query is computed.
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APPENDIX

A. SIMPLE SAMPLING SCHEME

We consider range partition of the dataset {2 with the fol-
lowing relative range sizes p = (p1,p2,...,Pm). Let S be
a sample of ¢ samples obtained by uniform random sam-
pling from  without replacement. The boundaries b =
(b1,b2,...,bm—1) of the ranges are determined using the
sample S such that range 1 contains items a € 2 such that
a < by, range ¢ contains items a € €2 such that b;—1 < a < b;,
for i € {2,3,...,m — 1}, and range m contains items a € Q
such that a > b,,,—1. Let u; be the fraction of samples in S
that fall in range i € [m], and let @ = (u1, p2, ..., m). The
range boundaries b are determined such that the following
inequalities hold

pi — ¢ < pi < pi+ ¢, for every i € [m]

where recall ¢ is an upper bound on the frequency of the
most frequent data item.

Let ¢; denote the fraction of data items in 2 that fall in
range ¢ € [m]. Notice that the sampling based scheme uses
wi as an estimate for ¢;, ¢ € [m]. We shall use the notation
Ti = (bi—hbi,/ii)y fOI‘ 7 S [m]

We define the cumulative distribution function F' associ-
ated with the dataset 2 as follows

_H{beR|b<al

F(a) o]

, for a € Q.
Recall that the range partition is said to be e-accurate
with probability at least 1 — 4, if the following holds:

& = PlUL{g: > (1+pi} | S <4, (1)
Notice that we have
PUZ{¢ > (14 e)pi} | 5]
= PUZ{g > (L+epi} | (b, 7)]

m

< ZP[% > (1+€)p; | T

where the first equality holds because under uniform ran-
dom sampling, given a set of samples, the probability of the
given event depends only on the width of the range and the
fraction of samples in S that fall in the given range, and the
last inequality is by the union bound.

Note under T3, q; is a random variable that takes values
from the set Q(73;) defined as follows

tpg tps +1
T)={—,—,.
QT = {1t L
Let us define fn +(z,y) as the probability that a uniform
random sample of size t, drawn without replacement from a

., F(b)) = F(bi—1)}.

pool of n items, draws ty items from a designated subset of
nx items. This probability is equal to

() (i)

fn,t(l"y) = (?)

(2)

Note that
Plg; > (1 + €)pi | T3]
> Jnt(qis pi)

0 €Q(T;):q; > (1+€)p;
W(T5) - fre(qi s pi)-
where ¢; is such that ¢; > (1 + ¢)p; and

IN

Fr(ai, pi) = frt(q, pi)

max
q€[0,1]:g>(1+€)p;
and

224eQ(T)saz (1+oyp; St (¢ Hi)
fnqt(q;:k’ /‘LZ)

From (2), using a simple calculus, we observe log(fn.:(z,y)) =
—@n,t(z,y) with

ww@mr:nED@W%+O—£)D(ﬁ?%ﬂQ}

n

Y(T;) =

where D(z||ly) is the Kullback-Lieber divergence between
two Bernoulli distributions with parameters z and y in [0, 1].
Let us define Ai = {(¢,1) € [0,1]* : ¢ > (1 + €)ps, i <
pi + ¢}. We then observe
log Plgi > (1+ €)pi | T
< log(y(Th)) ~ mi)nAngn,t(m,qi).

1iqi) €A

The inequality (1) holds provided that for every 7 € [m] and
(gi, i) € A;, the following holds

1
Ont(fi,q:) > log (5> + log(m) + max log(4(T5))-
Since

Ont(pi, qi) = —log(fn,e(pi, qi)) > tD(qill1s) (3)

it suffices that
1
t > max max ———— 0
iem] (a;.m0)€A; D(qa||p:)
1
min;e|m) D((l + €)pi||pi +o

Y

)¢

_ o 2pi + )L —pi = ¢) N
T igim) (epi — ¢)? L+0@]-e
2r 4 )1 — 7~ 9) |
A= 140

where ¢ = log (§) + log(m) 4+ max;em) log(v(T3)).
It remains only to note that for every given T3, log(¢(713)) <
log(|Q(T3)|) < log(n), for every i € [m)].

A.1 A Tighter Sufficient Sample Size

In the preceding section, we used a crude bound for the
term max;epm) log(1(7:)). We now describe how one may
derive a tighter bound which may be of interest in applica-
tions.



For every given value 6 > 0, let us define the set By(T3)
as follows

Bo(Ti) = {q € Q(T3) | D(ql|ps) — D(qi'||ps) > 6}

Then, note

W(Ti) < |Q(Ti) \ Bo(T2)| + | Bo(Ti) e ™"
Now, by convexity of the Kullback-Lieber divergence, note

that we have

D(ql|ps) — D(q5 l|ps) > g — qi)

e (520)

We will use this for ¢; = (14¢€)p; and pu; = p;+¢ as these are
the values that minimize the error exponent (see preceding
section).

We observe that for the set defined as By(Ti) = {q €
Q(Ty) | ai(q — qF) > 0}, we have By(Ti) C By(T;). Thus,

D(T3) < 1Q(T:) \ Bo(Ti)| + | Bo(Ti) e~

Furthermore, note that

where

_ 0 _
|Q(T:) \ Bo(To)| < —n and [By(T3)| < .
Therefore,

W(T) < (L e ),

Qo
By minimizing the right-hand side over 6 > 0, we obtain

log(ast) + 1
ait ’

P(Ti) <n

Therefore,

1 i)+ 1
max log(¥(73)) < log(n) + max log <M) .
i€[m] i€[m] a;t
Combining this with the analysis in the preceding section,
we obtain the following sufficient condition for the sample
size to guarantee e-accuracy with probabity at least 1 — 4,

Oéit
- _ i ot
Dt > log(1/6) +log(m) + log(n) — min log (1og(a,-t) n 1)

where D = min;epm) D((1 + €)pi||pi + ¢).

B. WEIGHTED SAMPLING SCHEME

We denote with v; the portion of data items that reside
at site j, i.e. v; = |Q;]/]Q|, for j € [k], and, without of
loss of generality, we assume that sites are enumerated in
decreasing order of u;, i.e.

122> 2 >0.

We consider the range partition for given relative range sizes
P = (p1,p2,---,Pm). Let Ri(b) denote the set of data items
from €2 that fall in range ¢ according to the range boundaries
l_;, which are computed using the sample of data items S that
are input to the weighted sampling scheme. Let ¢; be the
fraction of data items from €2 that fall in range i. Let ¢; ;
denote the fraction of data items in {2 that are in range ¢ and
reside at site j, i.e. gi; = |{a € Q| a € Q;,a € R;}|/|Q], for
1 € [m] and j € [k]. Similarly, let u; ; denote the fraction

of samples in SL that are in range ¢ and are from site j, i.e.
iy = {a € S| a € Ri,a € Q;}|/|S], for i € [m] and
j € [k]. Notice that under weighted sampling scheme, the
range boundaries are chosen such that the following holds

k
—¢ < Zl/j,ui,j < p; + ¢, for every i € [m].
j=1

Now, the error probability &; is given as follows:
& =PULi{a > (1+e)pi} | 5]

Using the union bound, we have

& < ZP[qz- >

< m max Plg: >
i€[m

(1+e)p: | 5]
(I+e)pi | S (4)

We fix an arbitrary range ¢ and consider the probability of
the error event {q; > (14€)p;}. Let iy = (w1, a2, - - -, iym)s
for every i € [m].

Note that the following holds for every range i € [m],

P[Z Vidij >

where we define T; = (b;—1, bi,ui).
Let us denote with F}; the cumulative distribution function
of data items that reside at site j, which is defined as follows

beQ;|b<a
o - EL 1020
J

Notice that under Tj, ¢; ; is a random variable that takes
values on the set Q;(T;) defined by
tpiy tuiy +1 n; (F5(bi) — Fj(bi-1))
(T) = , e .
Q)T = (s Uit = )
Let Q(T3) = X,e@Q;(Ti). We observe

Plgi > (1+e)pi | S] = (1+¢€)pi | T3]

, a €Q5, 7€ k]

1+€)pz|T]

Z Vidi,j >
- > 11 Frtgis )

d; GQ(Ti)izle viqi,;>(14e)p; JE[K]

v\ (n(l—zx)
_ % From (3), we have
t

I fr(@iopi) < exp(—t > D(gsllpss))-

JE[K] JE[K]

where fn :(x,y)

Therefore,

(L+€e)pi | T3] ()

Z Vidi,j >
< T et YD

J€lk]

qz,]th J (6)

where ¢; maximizes exp(—t 3, D(aillpi;)) over ¢ €
[0,1]% such that Z§=1 vigi,j > (14 €)ps, and
W(T)= Y
7;€Q(Ty)

where Q(T;) = {d € Q(T3) | X2}, viaij >

et i [P(gi,5llmi,5) =D jllki ;)]

(1+€)pi}.



B.1 Analysis of the Error Exponent

Let D; be the optimal value of the following optimization
problem:

k
minimize Z D(Qi,j | |Mi,j)
j=1
over 0<¢q; <1, j€lk]
0<m,j§1 Jj € [K]

Zyquj > (1+e)pi

subject to

Z Vittij < pi + &
j=1
This is a convex optimization problem and has a unique
solution. The following result provides a tight characteriza-
tion of the error exponent and follows by Sanov’s theorem
on the deviation of empirical measures [4].

THEOREM 3. Assume ¢ < we and let A = min; D;. The

error probability & satisfies
—% log(&) ~ A, large t.

We will next provide a tight characterization of the error
exponent A and on the way, we will characterize the optimal
solution ¢; and ji;. This will enable us to identify what the
worst-case distribution of data over sites is with respect to
the error exponent.

Since it suffices to consider an arbitrary range ¢ € [m], in
order to simplify the notation, we will omit the subscript ¢
and, thus, write ¢; and p; in lieu of ¢;; and pu; ;, respec-
tively. Furthermore, we simplify the notation by denoting
A=p;(1+¢€) and B = p; + ¢. With our new notation, the
optimization problem can be rewritten as follows

k
minimize Z (g5llps)
i=1
over 0<gq; <1, je k]

0<pu; <1, j€ [k

subject to

k
> vig; > A (7)
j=1

k
> v < B. (8)
j=1

We solve this problem by the method of Lagrange mul-
tipliers. Let a > 0 and 8 > 0 be the Lagrange multipliers
associated with the constraints (7) and (8), respectively, and
let ; > 0 and §; > 0 (resp. 4; > 0 and &; > 0) denote the
Lagrange multipliers associated with constraints 0 < ¢; and
g; <1 (resp. 0 < p; and py < 1), respectively.

The optimal solution is such that for some positive valued
a, B, v, 05, 4; and 0;, j € [k], the following holds for every
j € [K],

Hi — g5
1 (1= pg)
9; _ M o—Bvj+3;-3;
g T S

= av;+7 —§; 9)

In addition, the following complementarity slackness con-
ditions hold, for every j € [£],

k
ad v —A) = 0
=1
k
=Y wvip) = 0
j=1

V34 0
Vi = 0
6j(l—gqj) = 0
0j(1—p;) = O

The following lemma provides a characterization of the
optimal solution and is easy to conclude from the conditions
above, so the proof is omitted.

LEMMA 1. For every j € [k], ¢; = 0 if and only if pn; =0
and similarly p; = 1 if and only if p; = 1. Otherwise, if
0<gqj <1, then

Hj — 45

G sy
pi (1 — )

= av; and
! 1—yg 1—py

From (9) and (10), we have that for every j € [k] such
that 0 < ¢; < 1, it holds

1
Hy = 1- + Qﬁuj —1
and
2P 1
q; = avj (Qﬁl’] _ 1)2 - 28v; _ 1"

We next note another important property of the optimum
solution.

LEMMA 2. There exists an integer € [k] such that and
qj, 5 > 0, for j € [K], and ¢; = p; = 0, otherwise.

The lemma tells us that the worst case is to have a strictly
positive fraction of the range in a site only if the fraction of
data items residing at the site is large enough.

PROOF OF THE LEMMA. From (9) and (10), note that ¢; >
0 iff
av; >1—27P,
It is easily noted that this inequality holds iff v; > 6, for

some 6 > 0. Thus, if the inequality holds for some v;, then
it holds for every v; > v;. This completes the proof. []

We next characterize the optimal values of the Lagrange
multipliers o and 8 and the value of the threshold k. It
is easy to establish that conditions 25:1 vip; = A and

Z?:l vjq; = B can be, respectively, written as follows:

v; 28V
,Z v2n 1 _A (11)

29%i — 1 a K

and

K K
Vj 2BDJ 1Z

1 1 B
2 N B
aﬁ; ﬁ”J—l H;Qﬁ”j—l K (12)



LEMMA 3. The threshold k is equal to the largest integer
i € [k] such that g; > 0, i.e. the largest integer i € [k] such
that

9BV 1<~ 2°%
5 =1 1l/i > 7 (z; S 1 1Vj —A) .
o

PrOOF OF THE LEMMA. The lemma follows by Lemma 2
and noting that ¢; > 0 is equivalent to 1 — av; < 277% and
then using the identities (11) and (12) to derive the assertion
above. [

The above characterizations of the optimal solution en-
ables us to identify the optimal error exponent which is
stated in the following theorem.

THEOREM 4. Given dual optimal values « > 0 and > 0,
the optimal error exponent is given by
- B
8.

k1< av; 25:1’/1
—— - 1 J J
k(ﬂgog(ﬂ”f—l)+ .

The last theorem gives us an explicit characterization of
the error exponent as a function of the dual variables @ and
B. We provide a more explicit characterization of the error
exponent that holds for the case of small € parameter in the
following.

THEOREM 5. Assume ¢ < Te.

fies

The error exponent satis-

A_K_ Enog/ma) .

2r(3 v — )+ 1k202

o~

The theorem reveals that for the case of small € parameter,
the key parameter for the error exponent is the variance
of the distribution of the number of data items over sites.
The value of the parameter « is given by Lemma 2 and is
noteworthy that for the case of small 8, x is the largest
i € [k] such that the following holds

Vi > % (il v — 2A> +O(ﬂ)

Indeed, this follows by combining (2) with the following fact

]
L =1+ 1Bu;+ 0(8).

Remark For the case of perfectly balanced number of data
items per site, i.e. v; = 1/k, for each site j € [k], we have
k=k, o2 =0 and

en(1 — ¢/(me))?

A= 2(1— )

+0(€”)

which corresponds to the error exponent of sampling from a
dataset residing in a single site or multiple sites but where
the sample is taken by sampling without replacement across
the entire dataset (i.e. our simple sampling scheme).

ProOOF OF THEOREM 5. We make use of the following prop-
erty of the Kullback-Lieber divergence, for every j € [k] such
that 0 < ¢; <1,

(g — Nj)2 3
D(qjl|py) = +O((gj — p5)°)-
(a51lm5) S, — 113) (g5 — 1s)7)

Combining with (9), we have

(e}
D(gjllns) = 5via; = ms) + O(?),
‘We observe
1 — «
£ 2 Dlallug) = 5 (A= B)+0(”).  (13)
j=1

LEMMA 4. The following equality holds, for some v > 0,
A-B
v; — A) + K2

a =K

AR

Furthermore, for the small o case, it holds v = iaﬁ +o(1)
where

azzlz

Jj=1

Zw

The lemma is established by the following arguments.
Subtracting (7) and (8), we obtain

K K ] 1

vj QB”J

Z (26”J —1)2

By plugging o and some elementary calculus,
showed that the last equality is equivalent to

=A-B.

it can be

% |:a(z v; —a) + &>, a, B) - B

j=1

where v(v, o, 8) = C1 — C> and

K 1/2
G = *Z Zgau,_ *ij_l
K K 2
1 v, 1 v

It can be readily checked that C; = %ai +O0(B) and C2 =

iaﬁ + O(B) which completes the proof of the lemma.
Using the last lemma and (13), we obtain

_ (A-B)?
kZDqJH“J - 2kA(Z "~ v — A)+ k20

This completes the proof of Theorem 5. []

+ 0(a®).

While the previous characterization provides a tight esti-
mate of the error exponent for small value of parameter e, it
depends on the threshold parameter x which requires know-
ing the distribution of the number of data items over sites.
It is of interest to obtain an estimate of the error exponent
that requires fewer parameters about the underlying distri-
bution of data over sites, which we present in the following
corollary.

COROLLARY 3. Assume ¢ < Te.
satisfies

Then the error exponent

en(1 — ¢/(me))? 2
2 2n(l =) + Lk2o? + o(€”).



PROOF OF COROLLARY 3. It suffices to show that for ev-
ery set of values 1 > 12 > ... > >0and 0 < a < 1, it
holds

K (A—B)? (A—-B)?

1
ﬁa(z:;:ﬂfj—A)-i- K202 2 (1_a)+ik20g'

This relation is indeed equivalent to

Y

ZI/J ) + HO'HS A(l—A)—i—%kai.

For the case k = k, we have that the last relation holds with
equality. It thus remains to consider the case K < k which
we do in the following by induction over ¢ = [k — &].

Base case ¢ = 1. By definition of x and the assumption
Kk < k, we have

1
v < 7 (1-24)

as k = k, otherwise. We need to show that

k—1
1 1 ) 1 1,
ﬁA(jE:1 v; —A)+ Z(k —1Dop_1 < EA(l —A)+ Zkak.

After some elementary algebra, we can show that this is
equivalent to:
4A($ — )+ kuk(% —u) -7 <0,

The left-hand side is increasing with v, over [0, (1 —2A)/k],
hence the inequality holds if it holds for v, = (1 — 2A4)/k.
Now, it is easy to check that for v, = (1 — 2A)/k, the in-

equality holds with equality, which proves the base case.

—_

Induction step 1 < i < k — k. We will show that

- 1 1A(Zz;i_1 vi —A)+ %(k —i— 1)01371'71

<FHACIZ v = A) + (k= d)ois
By the induction hypothesis, the right-hand side is less than
or equal to £ A(1—A)+ 1%, and thus provided that the last
above inequality holds, we have that our desired condition
holds for k — i — 1. Notice that

vk ._k_ (Zy]—mx)

as, otherwise, we will have k — i = k.
By similar steps as for the base case, we can show that
(14) is equivalent to

(14)

4A(u—A—(m—i)vp—i)— (k—i)’vi i +2(k—i)uvp—i—u® < 0

where u = 25;11 v;. The left-hand side is increasing with
u—2A

—| and achieves 0 for vx—; = %. This

vk—; over [0,
completes the proof. [

B.2 Proof of Theorem 2

From (6) and the notation in the preceding section, we
have for every i € [K],

Plg; > (14 e)p: | T5] < Y(Ty) - exp(—tA).

Therefore, combining with (4), we have that a sufficient sam-
ple size is

> +[log(1/6) + log(m) + max log(¢(T3))]

i€[m]

l>

Notice that, for every i € [m)],

A

log(¥(T3)) < log(IQ(T3)])
= log([] 1Qi(T))

JjE(k]
< log( ] ny)

JElk]
< klog(n).

The last two relations, combined with Corollary 3, provide
a proof of Theorem 2.

B.3 A Normal Approximation

The result in Theorem 2 provides a sufficient sample size
to guarantee e-approximate range partition with probability
at least 1 — ¢. This sufficient sample size is derived by us-
ing a large deviations approach which results in the factor
0(1/8, m,n, k) that is logarithmic in 1/6 and the number of
partitions m, and is linear in k log(n). We will now show that
using a normal approximation we obtain the same remain-
ing factor as in Theorem 2 but this normal approximation
suggests a smaller factor ¢ that is independent of k.

We observe that the following inequalities hold, for every
range i € [m],

1+e)pi | S]

Z ViQij >
P[Z Vigi,j
j=1
k
P> vqi;
j=1

k
- Zl/j,ui,j > (1 = vipag | S]
j=1 j=1

IN

k
— > vipig > epi— | S|
j=1

where the last inequality holds because 25:1 Vilti; < pi+o.

Now, we may use the normal approximation for the ran-
dom variable Zle ViGij — Zle vjli,; with mean zero and
variance 2521 Vi (1 — pij)/(t/k). The above bound on
the probability of error thus may be approximated by

€pi — ¢ ik
\/Z] 1 J/Jm — i)

where ®(z) is the cumulative distribution function of a nor-
mal random variable and ®(z) = 1 — ®(z). Now let M =

{(pi1y -y i) € [0,1]% | Z?zl viii,; = 1} and note that



for every fis = (ps,1,-. -, tik) € M,

€pi — ¢ ik
\/ZJ 1 Hm — Hij)
< max @ P = ¢ Vit/k
e \/Z] 1 JNzJ (1 — pij)
- @ ? 0 ViTk

\/maXmEM ZJ 1 g:uz (1= i 5)

- % P9 f)
(\/(pz- +0)(1— (pi + ) + a(A) '

Requiring that the last expression is less than or equal to
d/m yields

(pi + )1 = (pi + ¢)) + (D) 5
t> = “1(8/m)>.

Since ®(z) < exp(— ) for large enough = (z > 1/v27w
suffices), we have ®~ ( )2 < 2log(1/x). Using this yields a
sufficient condition for the last above inequality, which reads
as

2[(pi + )1 = (pi + ¢)) + ()]
(epi — ¢)?

log(m/§).



