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Abstract—Traditionally, the channelization structure in IEEE In this paper, we take a fresh look at channelization in
802.1.1-b8.5§d Wireless LANs has been fixed: Each access pOInWLANS In particu|ar' we Study the prob|em of how spectrum
(AP) is assigned one channel and all channels are equally véd 14 pe allocated to APs if theidth of the communication
In contrast, it has recently been shown that even on commodit . o
hardware, the channel-width can be adapted dynamically puely channelscan be adaptlvely changed: wider channels (e.g. up to
in software. Leveraging this capability, we study the use of 40MHz) for heavily-loaded APs and narrower channels (say,
dynamic-width channels, where every AP adaptively adjusts not down to 5MHz) for lightly-loaded APs. This way, adapting
only its center-frequency, but also itschannel-width to match its  channel-widths of APs and their respective clients allows t
traffic load. This gives raise to a novel optimization problen that naturally implement the maxitfprovide more spectrum where

differs from previously studied channel assignment problens. We ¢ - dedith bli tuall imol
propose efficient spectrum-distribution algorithms and ewaluate SPECUTUM IS neededinus enabling a conceptually very simple

their effectiveness through analysis and simulations usireal- and efficient solution to the load-balancing problem.
world traces. Our results indicate that by allocating more Our studying the channel width as an adaptable knob,

spectrum to highly-loaded APs, the overall spectrum-utilzation  rather than a fixed pre-set parameter is motivated by recent
Ca“blbe S.”b\slf;ir:',\al‘”y 'mptr)o"edl a”dd thte ”‘flto”ous load-balaging \york that has shown how even on commodity hardware
problem in S can be solved naturafly. such as the Atheros chipset [1], the channel width can be
. INTRODUCTION changed dynamically and purely in software with very little
One of the core design principles of IEEE 802.11-basederhead [10]. Furthermore, there also exist recent agsnc
networks is the use of a simple, fixed channelization strectuin hardware technology that enable wireless devices to dy-
The entire available spectrum is divided into smaller cledsin namically change both their operating frequency and channe
of equal channel-width (bandwidth), and each IEEE 802.1didth. For example, WiMAX allows nodes to use 11 possible
network is specified to operate on a specific set of channathannel widths [3]. The 2007 version of the IEEE 802.11
For example, the 2.4GHz ISM band has 3 non-overlappistandard [4] proposes the use of 5, 10 and 20MHz channel-
channels each being 20MHz wide, and at any given time eawtdths for operation in different parts of the spectrum.
Access Point (AP) operates on a particular channel. In view of these new possibilities, the key algorithmic
In this paper, we argue that by moving beyond this fixechallenge that needs to be investigated is, what chanee] (i.
channelization structure, the network capacity, overpics center frequency and channel-width) should be allocated to
trum utilization and fairness of WLANs can be greatly inwhich AP, i.e., how much spectrum should each AP get to
creased. In WLANS, clients are often unevenly distributegskrve its clients. In this paper, we address this challenge b
across the network and different clients have differerffitra first proposing a new, simple model that captures adaptive
requirements. Therefore, certain APs can become hotspdts ahannel-width. Based on this model, we define didaptive-
have to handle high traffic load, while others remain underidth channel-assignment problemproblem that turns out to
utilized. With a-priori channels of fixed width, it is diffitito  be very interesting practically, but also theoreticalljisTprob-
naturally adapt to such spatial and temporal disparityaffitr lem’s underlying combinatorial structure is substanyiallf-
distribution [7], [12], [13]; the overall spectrum utilidan ferent from previously studied problems. Specifically, védaes
in the network, and hence its capacity, is reduced. Also, thiee problem of channel assignment in the conventional fixed-
fact that some APs are heavily loaded while others are nohannelization framework can be modeled as graph coloring
creates a location-induced fairness problem. For instaaceor a variant thereof, e.g. [20], [18], variable channeltil
highly-loaded AP near a conference room may have to sefumdamentally introduces new algorithmic challenges sagh
multiple clients on a single channel, thus hurting thesent§’  self-fragmentationSelf-fragmentation can arise because, due
performance, while at the same time, other APs in the netwark practical hardware constraints, each AP must be assigned
may serve only very few clients or no clients at all. Whilerthe contiguous banaf spectrum [10]. Hence, if channels are not
exist various approaches to mitigating these problemdu@ic allocated carefully, the total available spectrum at an AP
ing power allocation [6], client-AP assignment [8], [21hda may be fragmented by its neighboring APs, in which cdse
channel-assignment [20], [18], or combinations thereadpe can allocate only a small non-overlapping channel evenghou
of them addresses the fundamental root cause of the probléne total amount of free spectrum may be large.
heavily-loaded network areas and the APs therein requine In WLANs with adaptive channel width, the ultimate al-
spectrumthan others in order to serve their load equally welgorithmic design goal is therefore to allocate as much spec-



Scenario AP, | AP, | AP3 | APy | U | SLF \ Client A

Case 1: (fixed) 1/6 1 173 1 4| 058 - . 3

Case 1: (adaptive) 2/6 1/2 1/3 1/2 4 | 0.97 @ §

Case 2: (fixed) 1/6 X 1/3 1/2 3 | 0.82 i

Case 2: (adaptive) 2/6 X 1/3 1/2 4 | 0.97 :
-

TABLE |
SPECTRUM-PER-CLIENT (NORMALIZED BY 20MHz)

trum to the different APs as needed, while 1) avoiding selfig. 1. A network with four mutually interfering APs. If chael-widths are
fragmentation and 2) still allowing as much spatial reuse #xed, each AP is allocated a 20MHz channel. In the adaptierse, AP
possible. In this paper, we present a compact, but computati's allocated 40MHz AP, gets 20MHz, ,AP3 and AP, get 10MHz each.

ally inefficient integer linear program (ILP) that finds thete shows a scenario with four APs all within interference range
mal solution. We show that the problem of optimally assigninof one another. In Case 1 (leftdP, has 6 clients,AP;
channels of variable width to APs is NP-complete and Wgas 3 clients, while the remaining two APs have one client
present constant-factor approximation algorithms. Based each. In Case 2 (right), client A moves away frot® and
these theoretical foundations, we then devise three siamle associates tolP,. Suppose that all clients generate the same
efficient heuristic approaches. We show that these algDchtrafﬁC load. We compare the performance of using fixed-
achieve close to optimal performance while drasticallypett \idth channels with adaptive-width channels. In the fixed-
forming existing fixed channelization approaches. In patér, width case, the spectrum is divided into 4 channels of 20 MHz
our analytic and evaluation results show that dynamicalpacht In the adaptive-width case, channels may be 10, 20, or
allocating channels of different widths to APs has the pién 40 MHz. Table | lists thespectrum-per-clienat each AP. Also
of greatly increasing the network’s overall spectrum zdition  jncluded is the total spectrum utilization (U), andsgectrum-
and fairness in a natural and conceptually simple way. Ogér-load fairness inde¢SLF). In the case in which every client
evaluations are based on real-world trace-data as well @sherates the same traffic load, this index correspondsrts Ja
empirical measurements. fairness index and is computed @s ¢;)?/ (n Y_ ¢?) summed
To summarize, we make three primary contributions: up over all clients;; ¢; is the share of clients spectrum, and
e We explore the use of channel-width as a new, powerfualis the total number of clients.
knob in the design of WLANs. Particularly, we quantify In Case 1, fixed-width channelization leads to an unfair
the vast potential increase in both spectrum utilizatioth arspectrum distribution among different APs. A client asatel
spectrum fairness that can result from using this knob. AP or AP, can make use of the entire 20MHz spectrum,

o We define a simple formal model that captures variabldhereas the same 20MHz spectrum has to be shared among
width channels in infrastructure-based networks. Based Brflients atAPr. In contrast, with an allocation of 40 MHz to
this model, we formulate the key spectrum distributiosit1: 20 MHz to AP, and 10 MHz to the remaining APs, the
problem as a combinatorial optimization problem angpectrqm-per-load _distribution improves significantl;cdmse
discuss its algorithmically interesting properties. APs with many clients 4P,) receive a wider part of the

e We devise a variety of algorithms that efficiently allocat pectrur_n to serve its clients. A(_japnve channehzatl_onajao .
channels of variable width to different APs. We investiga ?'p to improve system capacity. In Case_ 2, for instance, if
these algorithms by deriving complexity results and anﬁl-'em A moves fromAP, to AP, an adaptive approach can
lytical worst-case guarantees, and by providing extensi{/%allocate the 10 MHz spectrum formerly used Ky to

simulation-based comparisons with state-of-the-art fixéﬁPE’_tT_us g|V|ngAPé a ttotaI\I O; 2bo IMH?' Th ist
channel-width solutions. xisting approaches to load-balancing:There exist sev-

eral alternative means of alleviating the load-imbalanadp
Il. MOTIVATION lem illustrated in Figure 1. One idea, for instance, is t@ahak

In existing WLANS, each AP is assigned a fixed width 281e load by assigning some clients to more distant APs or by

MHz channel, and if possible, neighboring APs are placed &cﬂjt:}sting trlan_smisslion powersh[G], b[_|2_1]' [8].dln <_:or|npan'so
orthogonal frequencies. When the traffic is uniformly distr to these solutions, leveraging the ability to adaptivelgrige

uted across the network, such a scheme increases cap nel-widths can provide a conceptually simple and more

and reduces interference. However, in dynamic conditiorfgi‘ ural solution. Instgad of trying to.artificially balantiee ,
using fixed-width channels can be problematic and suboptimé’gd agrolss APs, this _sc_hemedre-tamls the naturr]al locality-
When the number of APs is fewer than the number of availad[&?4c€¢ € lent-AP assoclation and simply assigns the eect
channels, the spectrum is not fully utilized since each A@pcordlng to the specific needs. This does not force clients t

uses only one channel. On the other hand, if the numb%?SOCiate to far-away APs, and therefore does not redute the
) ’ ata rate. Each AP can then use any MAC-layer protocol (e.g.,

of APs is large, two or more neighboring APs are inevitabl tair] 4 efficiently distrib h
assigned the same channel, which can create a varying degrédA TDMA, etc...) to fairly and efficiently distribute the
pectrum among its clients.

of interference [21].
To illustrate how adaptive ?hannel \_N'dth can help Ove_rcomelSince there are in fact only 3 completely non-overlappingnetels, our
these challenges, we consider a simple example. Figureesfimate for the fixed-width case is optimistic.



I1l. DESIGNAPPROACH fixed, which keeps our results clean from complex inter-
dependencies.

Wi id K archi based h hni e As mentioned above, we are not concerned with the exact
€ consider a network architecture based on the tec nlquesprotocol that APs use to communicate with the associated

iivelopsd Il'n [t10], n ;Vh'CE the ((j:hagnetl_ Wl'dthb of ((1j|ffere{1ht . clients. In practice, experimental measurements supipert t
s an me;_s Icar(; Tehc ange haAE;\Dp_lve ﬁ/ asg on NeIMintuition that the total throughput achieved by all clients
respective traffic load. That Is, eac Is allocated a Berta  ,oqqciated to an AP grows linearly in the channel-width

cqntiguou§ part of the spectrum (a .char?nel of a certain used by that AP and its clients [10], [26]. This is also in
width), which it can then use to serve its clients. Noticet tha line with Shannon’s capacity formula.

this general architecture involves two, potentially ogboal, . .
problems: 1) How to distribute the spectrum to the different® We use the simple and standard conflict-graph-based model
of inter-AP interference. While there has recently been

APs and 2) how each AP uses its allocated channel to serve. N
its associated clients. In this paper, we consider only ttsé fi important work on St“dy'F‘g mterf(_arence models that more
of these problems and assume that within an AP—i.e., for the accgratgly_capt_ure physical reality (e.g. [22.]' .[23])’ our
communication between an AP and its associated cIients—anyCh(_)ICe IS Ju_St'f'ed for tVY(.) reasons. _Flrs_t, It Is conser-
existing contention resolution protocol may be used (CSMA, vative and ignores additional optimizations that could

TDMA....). In any case, measurements show that APs that further enhance our system. Second, as we discuss next,
are allocated a wider part of the spectrum can deliver more our algorithms are de_S|gned_ to aIIocate_ non-over_lapplng
throughput to their clients [10]. spectrum bands to neighboring APs, deliberately limiting

Our algorithms are targeted for enterprise networks in tvhic interference among APs and their clients.
all APs are connected via a backbone network. Each acc&€sNon-Overlapping Channel Assignment
point is capable of gathering some measure that repregsnts iEmpiricaI measurements show that whenever possible,

would be the number of clients currently associated wits thine spectrum. In traditional WLANs with fixed channelizatjo

take into account the traffic demands of each client. EagRighhoring APs if the number of APs in a vicinity ex-

AP periodically reports its load to a centralized servert th@eeds the number of independent channels. Several works
is attached to the network’s backbone network and maifzye investigated the cost of such overlaps and proposed
tains a view of the traffic distribution across the ”etwor[forresponding algorithms [20]. In contrast, having adapti

in a local databasé.Periodically, the centralized server—channel-widths provides much more flexibility in avoiding
based on information stored in its database—runs one of Q@erlapping channels. For instance, if the minimum channel
spectrum distribution algorithms, and assigns a chgnriuﬂhw width option is 5MHz, as many as 16 APs in close physical
and center-frequency to each APs. The APs then inform thgjioximity can be assigned mutually orthogonal channels in
clients of the new communication channel, upon which thgy gomnz total spectrum. In a ideal setting with unlimited

switch to the new channel. Notice that this can be done @annel width options, overlapping channels could always b
little overhead and without breaking any connections [10]. ayoided altogether.

A. System Architecture — Overview

This raises the interesting question whether neighboring
APs should always be allocated non-overlapping channels?
In order to study the potential of load-aware channel-widtBpecifically, one conceivable alternative to assigning-non

allocation to APs, we develop a simple model that captures thverlapping channels is to allocate the entire availablecsp
essence of the spectrum distribution problem: what chanmelm to all APs, and purely rely on the 802.11 contention
(channel-width and center-frequency) to assign to each ARechanism to access the spectrum. Theoretically, such a
It also allows us to analyze and understand the respectiheme should have several pitfalls. Transmissions usitherw
merits of different allocation algorithms. The model makeshannels can be more susceptible to interference [26], [10]
the following key abstractions: Furthermore, building a wide-band receiver to cover thérent

e When setting up and managing a WLAN network, sever@Pectrum (say 160 MHz in the 5.8 GHz band) is expensive,
degrees of freedom may be tuned to optimize the né&nd will consume more battery power. Finally, the throughpu
work’s throughput and/or faimess, including transmiassioof interfering APs drops more than half if they use the same
powers [6], client-AP association schemes [8], modulatid¥Prtion of the spectrum due to contention overhead and $osse
schemes, density of deployment, and even the locationsc@used by interference. . _
the APs. In the sequel, we assume these variables to b&ecent empirical measurements in [10] suggest that assign-

ing non-overlapping channels is indeed beneficial. Spedlific
2Alternatively, using more decentralized, distributed uiohs are also it was shown that in spite of some cross-channel leakage, the
poss_ible and_an in_teresting direction'for future res_eaBd:hi_ce the main fo<_:us average combined throughput of the two flows when sharing
of this work is to identify and quantify the potential gain ehabandoning h | of width2X MH idth is | h h
fixed-width channels in WLANs, we focus on the conceptuallynpder one ¢ anne_ 0 W'.t 2 Z widt '$ ess than when
centralized solution. they are split on adjacent non-overlappifigMHz channels.

B. Model Abstractions



This gain of partitioning the spectrum is particularly lsimg e e B i
if different flows transmit at different data rates becau$e o Leafs: { I

the rate anomaly problen{16]. The other reasons for the

gain stems from reduced contention overhead and from the 0 L F T
fact that narrower channels have a smaller per-packetuelat Center:
overhead [10]. e °

Simulations in QualNet: We corroborate these findings
with a simulation-based evaluation of the 6 AP scenario 59 2 Network in which an optimal solution in terms of spectrum
Section VI (Figure 3) in Qua_INet [2] . Six clients are asstaif gt'lt'iﬁglo Qn'j f:?rfaslgluTti oirjdre';;:cr:ﬁ}eﬁyt.he allocations in acspen-
to each AP, and each AP is sending separate CBR flows ﬁ)
every client. We measured the total throughput of the system(e.g., L; is the number of clients associated to the AP) or
two scenarios: (i) APs using the 4 orthogonal channels useyl more sophisticated means that include aspects such as the
in our deployment at 12 Mbps each (We used the chanmdients’ data rates.
allocation presented in Chandra et. al. [11]); and (ii) a?sA  Algorithms: The set of loads.,, ..., L,, along with the
on one channel using 48 Mbps data rate. The second scen#rierference graph, forms the input tospectrum assignment
is an approximation of all APs using the entire spectrum @gorithm This algorithm assigns a chanr&l= [S;, S; + B;]
channels), i.e. they can pack 4 times the number of bits gerevery AP;, where S; is the assigned channel's lower-end
second. To factor out the impact of encoding (and hence déguency, andB; is the channel-width.
rates) on packet losses, we place the clients very closeeto thMeasures: For a given spectrum assignment, we consider
AP they are associated with. The key results are that foethéwo measures for every AP: thietal-spectruni’; and theper-
scenarios, the total throughput of the system was 30.4 Mogiit-load-spectrumPL;, or short, PUL-spectrum. The total-
when APs used 4 channels. In contrast, the throughput dr@pectrum is simply the total spectrum availableA®’, i.e.,
to 17.85 Mbps when all nodes shared the same channel, aléit= B; if the channel assigned td P; is non-overlapping.
at 4 times the data rate. The PUL-spectrum is defined &L; = B;/L; and captures

Both our empirical measurements and our simulatiof®w much spectrum is allocated tPF; per unit of load that
shows that having two APs on two separate channels giVBé AP has to serve.
better performance than having both on a single channelGiven these definitions, we define the non-overlapping ver-
of double the channel width. And for this reason, we hawion of our key spectrum distribution problem.
designed our algorithms in Section V to always try and Adaptive-Width Channel-Assignment Problem: Given
assign non-overlapping channels. We note, however, thaf\R loadsL, ..., L, and an conflict-grapli: = (V, E), find
partial overlap in the AP’s channefsight give better system @ an assignment of a contiguous charfiek [S;, S; + B;] to
throughput than completely non-overlapping channels as tgach AP. An assignment is callen-interferingif, for any
been shown in a recent work [22]. We are currently extendifgir of neighboring APSAP; and AP; with (i, j) € E, the

our model to capture this phenomenon. assigned channelg andZ; are non-overlapping.
There are two important objectives that an adaptive-width
IV. PROBLEM FORMULATION & COMPLEXITY channel-allocation should achieve:Higjh spectrum utilization

Based on the discussion in the previous section, we fgd 2)per-load fairess _
malize the spectrum allocation problem as follows. Conside Spectrum Utilization Ts,s: The goal is to reuse as much
a WLAN consisting ofn access pointsiP,, ..., AP,. Given SPectrum as possple in the system, i.e., to maximize the
the fixed locations and transmission powers,det= (V, E) overall spectrum utilizatiof'sys = ;¢ Ti- o
be the network'sconflict-graph[17], [25]: There is an edge Per-Load Fairness: For fairness, various definitions can
between two APs if they have significantly overlapping coW€ considered and the optimization criterion can be defined
erage regions and should therefore avoid transmitting en tRPPropriately. We incorporate fairness by requiring a mini
same frequency.The conflict graph is static and is updatedum PUL-spectrum fairness across all nodes. Specificaéy, w
only rarely. For anAP;, we denote byN(i) the set of all consider alocal fairness conditiorin which every AP must
neighboring APs that are potentially in conflict withP;, receivg at least its fgirshgre of spectrum in its neighbod4o
N(i) = {AP; | (i,7) € E}. In particular, we define(i) = L;/(L; + > ;e n(; Lj) as the
Each AP AP, has aload I; associated to it. The load fair spectrum-sharehat AP; should receive. APs with high
corresponds to the amount of traffic the AP needs to service!pad L: get a proportionally larger share of the spectrum. In the

practice,L; can either be determined using simple heuristi¢@il Adaptive-Width Channel-Assignment Problemwe seek
to maximize the spectrum utilization under the conditioatth

3In a practical system, the interference relationship betweeighboring €very AP receives at least a spectrumif > a¢(i) - Byot,
APs can be determined in an ad hoc fashion (e.g., by APs uskagob
messages to probe their proximity to other APs, or by clieedback) [25]; 40ther fairness definitions can be incorporated into our lprabformula-
or it may be statically provided as part of the network plagniAlso, more tion. Our fairness definition has the advantage of beingraptiocal. That
sophisticated conflict-graphs can be used if desired. Fianmte, it can take is, if there are dense and sparse regions in the network, gheatly higher
into account interference between clients and clienttiona as in [21]. fairness restrictions in the dense network parts do nottdffe sparse regions.



where the parameter characterizes the maximally tolerable gq; each pair of APsAP; and AP; with (i, j) € E, the

unfaimess in the system. Note that this fairness definitigpp has two binary indicator variable; and f;;. The first

implies a local PUL-spectrum fairn.ess constraint. two constraints force these variables to behave as follots.
Faimess vs. Capacity Trade-off: The parameterv char- yqriaple f,; is 1 if and only if the top-frequency; + b; of

acterizes the trade-off between achieving high spectrim Ul p. i “ahove” the bottom-frequency; of AP;. Conversely,

lization and fairness, which are typically contradictings. fii = 1if and only if s; + b; > s;. Considering two
. . . . JJr T J J v

Consider the star graph Wlth _unlform demangl_s shown in Fiftervals [si,s; + bi] and [s;,s; + bj], it is easy to observe

ure 2. An allocation maximizing spectrum utilization as&g ihat these intervals overlap if and only 4f + b; > s; and

each leaf AP the gntire §peptrum, while gi\_/i_ng no cha!’]nel gg + b; > s;. The third constraint therefore guarantees that
the center AP. While achieving spectrum utilization (théren 5 two neighboring intervals in the graph overlap, i.e., the

spectrum is reused 4 times), such a solution starves cliepts,iting channel assignment is non-overlapping. The mext
associated to the AP in the center. A completely fair solytioconsiraints ensure that the assigned interval is locatéginwi
on the other hand, consists of assigning each AP a channigk gyailable SPECHIUF} o1t0m , Fiop). The sixth one expresses

width spanning half of the totally available spectrum. Thg 4 apove a certain load-dependent point, raising thergan
above problem definition addresses this fairness vs. @y \yiqth does not increase throughput. Finally, the last idigu

trade-off by fixing a lower bound on the degree of fairness tha,tres our locaper-load fairnesscondition as discussed

must be mf_;lin.tained between different APs. ~__in Section 1lIl. Note that the ILP assumes channel-widths to
Complexity: We can show that the fair dynamic-widthye orpitrarily tunable. However, discrete widths can gasé

channel-assignment problem is NP-hard for> 2/3. Due jncornorated by restricting the variablesto a corresponding
to lack of space, the proof is deferred to the full version. gt of integers. In Section VI, we examine the impact of this
Theorem 4.1:The dynamic-width channel-aSS|gnmenaiscrete set of channel width options

problem problem is NP-hard for any faimess parametery e the |LP describes the theoretical optimum of any

a > 2/3. This holds even in restricted geometric grapR,piem instance, it is computationally practicable only i

models such as the unit disk graph. small networks. Therefore, we now investigate computation
V. ALGORITHMS ally efficient approximate solutions.

As motivated in Section IlI-C, our algorithms are designed, | p-Based Approximation

to assign non-overlapping channels to neighboring APs when — .
ever possible, by making the channels narrower if needed. Th Our problem has the intricacy thisagmentatiomeeds to be

adaptive-width channel-assignment problesrdifferent from av0|d|§-d, which makes it ver); dlfflt_:ult to formulate the preiol
coloring problemsor multicoloring problemsthat have been as a finear program (LP) re a?<at|on. .

; L . .. A Packing Algorithm that avoids Fragmentation: We start
extensively studied in the networking and theory commaasiti

. o i . b idering the int | ki blem in isolatiors-A
The reason is that, unlike in (multi)coloring problems, th y considering the inferva’ packing probiem 1n 1So‘atiors

interval assianed to each AP must consist OEEAUOUS ume for the moment that the channel-width intervals atkgta

chunk of s gectrum This contiquity constraint car? lead tto the different APs was already determined. How shouldethes
P ' gutty Rtervals be packed? Intuitively, adhering to the follogviiles

fragmentationof the spectrum; APs may be unable to reserve . imb may help:

a large contiguous block of the spectrum even though t . Pack large items first,

totality of unused spectrum in their neighborhood would bﬁz Try to fill up from one end
sufficiently high. The problem is therefore also of thearati However, in addition to being a packing problem, the

interest. We devise three different algorithmic approache problem also has the flavor of a complex (intenvedjoring
A. Optimal ILP Formulation problem. The well-known greedy coloring algorithm visits

The optimal solution of a problem instance can be characté@des one-by-one, assigning each node the lowest colbr stil
ized by the following integer linear program (ILP). Variabl available in its neighborhood. Clearly, this procedureorsl
b; and s; denote the channel width and lower-end frequen@ny graph using at mosk(G) + 1 colors, whereA(G) is the
allocated toAP;. The ILP determines the optimal spectrunimaximum node-degree. Similarly, if we were not constrained
utilization in a network with arbitrary channel-width optis: ~ t0 @ssigning aontiguous intervato each AP, we could assure

max > b, that all required spectrum can be packed in a total spectrum
APeV of N
si+bi—sj—fij - Btot < 0 , V(i,j) € E 5(b) = Iv?ea&( (bu + Z b’U)7 (1)
s;+bj—s;— fji-Btot < 0 , V(i,5) € B vEN (u)
Jig+f <1 , V(i,j) €E which is essentially the continuous counterpart ofA{€&)+1
si+bi < Fiop VAP, €V coloring upper-bound. That is, without the contiguity con-
si > Fiottom ,VAP, €V straint, the greedy coloring algorithm assures that thal tot
x-bi < L L VAP, €V spectrum requirement i§(b). Based on these observations,
b; > a¢() Bt , VAP, €V we now present an approximation algorithm that combines
fij» fii € {0,1} , ¥(i,§) € E. both the packing and coloring aspects of the problem.



Assume that the widths of all intervals followed a powefair PUL-spectrum share. By varying the constant scaling
series, i.e., each interval has length for some integerk. parametera from 0 to some maximum value*, different
Applying rule of thumb #1, we sort the items in decreasinfgadeoffs between fairness and spectrum utilization can be
order of their sizes and try to pack them one by one into tlaehieved. Using the maximum valu€ maximizes the worst
real axis[0, +oo]. Applying rule of thumb #2, when packingnode’s performance; this value can be determined using the
each item, we always try to fill up from one end, closer téollowing LP:
the origin. When packing in this way, it can be proven by o = max «, subjectto: (4)(5) (6)
induction that whenever an interval of si2é& is packed, all b,
available chunks of the spectrum are of size at |8&gin fact, Approximation Guarantees: For any specifiav, the perfor-
they are an integer multiple &). Hence, in this case, we domance achieved by a slightly adapted version of the LP-based
not suffer from fragmentation: when packing intervals iis th algorithm can be shown to be within a constant factor of the
order, every interval can be placed in such a free spectr@@timal algorithm. The proof is omitted due to lack of space.
chunk. And as pointed out before, the total spectrum reduire Theorem 5.1:When modeling the wireless network as a
to pack all intervals is at most(b). Therefore, this method disk graph, the LP-based algorithm achieves a spectrum uti-
achieves for the joint packing and coloring problem the sanfigation that is within a constant factor of the optimal .
performance that one can achieve for coloring. This holds for any per-load fairneasand the constant depends

If the channel-width intervals to be packed do not folloh the underlying network model.

a power series, we can round them up accordingly. Suppdddthermore, it is worth noticing that our proofs of the piagk
the given interval lengths arly > by ... > by. Then we Scheme imply a second important result. . _
round eactb; to the next higher power df. Consequently, all Corollary 5.2: Every non-contiguous, but otherwise feasi-

intervals can be packed within a spectrum of ble spectrum allocation to APs can be turned into a feasible
contiguous spectrum allocation at the cost of at most a facto
max (5u+ > l}v) < 26(b). (2) of 2 in spectrum utilization.
uev vEN (u) Practical Deployment: Our LP-based algorithm leaves open

Finall, we can linearly map the assigned frequencié@rious_para_lmeters for tuning the involved fairness_ vscspe
in [0,26(b)] to the entire available spectrum intervaffum utilization trade-off. A simple way of employing it in

[Fhortom, Frop]. DoiNg so, we have packed demanklsn a practice is the following: First, determine the optimalrfeiss
ottom op|- ’

maximum interval o26(b), which is at most by a factor of 2 Parameterx = a” using LP 6.h'!'hen, using thie, use the
(due to the rounding) worse than applying the greedy cogtprirﬁ!rSt LP to computeBiai(a). This amounts to a conserva-

algorithm to a relaxed problem where each node can make Jue ‘?pproqch”that maximizes the total spectrum ut|_||zat|0
of non-contiguous bands. (by “flattening” the loads at the nodes) while assuring the

. _ _ ) maximum level of fairness at the worst node. The LPs can
Optimizing the Interval Lengths: The packing algorithm gjier pe solved directly using an LP solver, or we can apply
presented in the previous subsection is effective in asguriggicient approximation algorithms [15].

the performance for the worst AP (with maximum load irb GreedyRaising: Simple Greedy Heuristics
The LP-based approximation algorithm in Section V-B

its neighborhood). While this is good from the fairness per-

spective, it may harm throughput in scenarios in which some " ",

parts of the graph are dense, and others are sparse. We HBW'deS provable Worst-cas_e performance guargnteesoWe n
show how the overall spectrum utilization can be enhanc@ﬂply the Iessc_)ns Iea_rned in the prewous_sectlor_\ and _dewse
without sacrificing fairness. We use the packing algorittem glmpler heuristic solutions t_hat do _not require solvingraedr

a building block that packs any load vectomto an spectrum program an_d,_as we show in Section VI, still Peffo”" well. .
of width [0, 25(b)]. The idea is to employ a sequence of linear The heurlstlcs_ are based_ on the greedy-_packmg_ subroutine
programs to search for a load vector with good Worst-ca§gown in Algorithm 1. This greedy packing routine takes

performances(b) and good spectrum utilizatiofs,s. The as input an ordering of APs (for example, from heaviest

packing algorithm can then be run over the resulting loa Iightes§ load) and a c_hannel-width for each AP. lt. theﬁ
vectorb to pack it into[0, 25(b)). proceeds in order of the given ordering and, when consigderin

Consider the following linear program: APZ gregdlly attempts to pack a nor_w-overlappmg channel of
width B; into the spectrum. If there is a choice, the interval

Tsys(c) 2 max Z b., Subject to: (3) is packed at the lowest possible frequency.
b u Depending on the given ordering and channel-widths, the
by > ady - Biot , Yu (4) greedy-packing scheme may not succeed. If the desired
by + Z by < Bir . V. ) channel-widths are too wide, it is theoretically impossibd

correctly pack. However, even if is theoretically possible

to achieve a valid assignment of intervals to APs, the greedy
Constraint (5) ensures that the computed vedioresults allocation may make suboptimal decisions and get stuck in
in a feasible solution with a greedy coloring algorithmthe process. In this case, the subroutine returns falseghipe
Constraint (4) maintains fairness by guaranteeing nodes indicating that narrower channel-widths should be tried.

vEN (u)



Algorithm 1 GreedyPack(Bs, ..., By, Q) Routine

Input: Channel widthg3,, ..., By and an ordering) of APs

Output: If possible, a non-overlapping packing of
channel widths into the available spectrum.
Return false if no packing is found.

: In the order ofO: for each AP, € V do

pack an interval of channel-widtB; in the lowest

possible non-overlapping frequency.

3: end for

4: if the interval of all APs was successfully packed

within the total spectrumiFyottom, Frop] then
5. return true

N =

Fig. 3. Floor plan and AP locations on the floor of an office building.
Solid lines represent two interfering APs, and dashed lindgate
that APs interfere at one of the clients.

6: else return false
7: end if 18
16
14
Algorithm 2 GreedyRaising Algorithm 12 — :::
Input: An ordering© of APs 3

Output: A non-overlapping packing of channel widths
intervals in the available spectrum.
1. Set parameter8y,pper := BIGVALUFE and 0oer := 0 and
let successful :== FALSE,

N AP4

B APS
AP6

2: Wh”e aupper - Hlower > 0.01 dO 8am 9am 10am 1lam 12am 1pm 2pm 3pm 4pm 5pm 6pm 7pm 8pm

3 0= (Qupper + Orower)/2;

4 Letg;:=0-Li(Li+3c yeLs) for eachAP; € V. Fig. 4. Number of active clients at different times of the day.

5. Let B, be the largest channel width option 3; < @) - Biot L . . .

6. successful := GreedyPack(Bi,. .., By, O). consideringA P; in the greedy-packing routine; reflects the

7: if successful number of potentially interfering intervals that have abtg

8. then Oupper 1= (Oupper + Olower) /2, been packed inl P;'s neighborhood. Intuitively, the fewer such
9 elsebiower := (Bupper + Orower)/2: intervals, the easier it is to packP;'s allocated channel.
ig ggg :/fvhile Considering the APs in smallest-last order minimizes the
12: In the order of®: for each AP, € V do maximum obstruction that any AP faces when its channel
13:  Let B; be the next higher channel width option Bf. width interval is packed. The smallest-last ordering can be
14:  successful := GreedyPack(Bu, .., B, .., By, O). computed efficiently in a single pass [19].

151 if successful = TRUE then B; := B;. Our evaluations show that both GreedyRaising heuristics
16: end for perform similarly well and outperform schemes based on

fixed channels. In many network topologies, the smallestt-la
heuristic has the tendency to perform somewhat better.
The basic idea of our GreedyRaising heuristics is the fol-
lowing. Starting from a feasible initial assignment, theihie-
tics “probes” APs one-by-one and checks whether greedy-Simulation Settings: We evaluate our algorithms using
packing remains successful if the AP’s channel-width isedi two data sets: a small-scale enterprise WLAN and a large
More specifically, GreedyRaising considers all APs in a giveenterprise/campus WLAN deployment.
sequenced. When considering an AP, its channel-width is Small WLAN: We use the wireless usage data collected
increased to the next higher channel-width option, and tie[11]. This dataset contains monitoring information of B
greedy-packing subroutine is called in order to see whéthein the floor of an office building. The floor plan of the office
still succeeds. If it does, the higher channel-width is @ddp building and the AP locations is illustrated in Figure 3. ésn
if not, its channel-width is reset to its original value. between APs show the conflict (interference) relationsShim
The only thing that remains to be defined is the ordetihg APs are treated as interfering if there is one client assedia
in which APs are considered in both the greedy packing sulith one AP that can hear beacons from the other AP.
routine and the main algorithm. We distinguish two difféaren Figure 4 shows the maximum number of clients that are

V1. EVALUATION

orderings and evaluate their relative merits: simultaneously associated to each AP during every hour from
Most-Congested-First In this ordering, APs are sorted in8 AM to 8 PM on Tuesday of a work week. The plots for
decreasing order of their load. the other days show a similar trend; they are omitted in the

Smallest-Last Consider an ordering and letr; be the interest of space. Clearly, there is a spatial and time ditypa
number of APs that are neighbors dfP; that appeabefore in network usage across different APs. At any given time,
AP; in O. The smallest-last ordering is an ordering thadPs at some locations serve a significantly larger number of
minimizes the maximum; over all APs in the network [19]. clients then the others. For example, AP 4, which is located
This ordering has been studied in the context of colorinjose to several conference rooms had up to 16 clients from
problems and is based on the following observation. WhénPM to 3 PMs. Furthermore, client populations at the APs
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vary significantly over time. The set of heavily-loaded AP$7,,,. that is similar to Jain’s fairness index. Specifically, the
also changes at various times of the day across differerst. dagiobal fairness index is defined as follows: For every unit of
The conflict graph of Figure 3, together with the numbdead j at an AP;, we defineC; = T;/L;. The fairness index
of clients associated to each AP for each hour, constitutgsathen, i.e.(3-C;)?/ (n Y- C?), where the sums are over all
test sample. We use the data for Monday to Thursday, eastits of load and: is the total number of clients. This global
covering 13 hours; hence there are altogether4:362 tests. fairness index reflects the uniformity of spectrum obtaibgd
We will present the results for 6 tests covering cases with loevery unit of traffic load in the network. The above fairness
medium, and high variances in the client-distribution. index has shortcomings. In a network with dense and sparse
Large WLAN: This test scenario is generated based difrts, a completely fair solution according £Q;.s.: Mmay be
measurement data reported in [7], which measured the numf&rfrom a good solution, because it wastes potential spectr
of clients associated to each AP for a network of 177 APs that the network’s sparse parts. To reflect this consideration
spans three buildings. The result is reported as a cumelative also consider théocal per-load fairnessintroduced in
distribution function of the number of clients associatecah Section IV. That is, this local fairness index, denoted®y.,
AP. In this trace, 50% of the APs serve less than 5 users, whieFlocar = minap, Li/(LiJrEj:jf;(i) L) Br L 1S the ratio
10% of the APs serve over 15 users; the average numberobfin AP’s allocated spectrumid; over the AP’s fair spectrum
clients served by each AP is 8. We generated a 50 AP tskiare, minimized over all APs.
scenario by drawing according to the distribution repoited L
[7]. Then we randomly placed the APs in a 1000&000m Small WLAN R?SUItS: We begin with the small WI_‘AN
square area. We generated two conflict graphs, for interere SEtUP shown in Figures 3 and 4. Note that the minimum

ranges of 50m and 75m, respectively. They constitute Me’tespumbe.r of colors in a proper ve_rtex coloring of thi_s conflict
which we label as “sparse” and “dense” in the plots. graph is 4. Hence, the “fixed-width approach” assigns 4 or-
8gonal channels to the APs, each of width 20MHz. The four

th:SIQrgfot:]rs;ﬁiteScﬁet?]aemfom:sr::jogzg atit\)/c()afv’i;\t/ﬁ z(rzshtecrg;nsvé%annels correspond to channels 1, 4, 8, and 11 in the IEEE
P prop P 2.11 standard. Although in reality, these channels ate no

(i) a state-of-the-art solution that uses fixed-width chedsn letel lapoing. | der t K i
and (ii) the ideal upper-bound assuming best possible aelap':;[omp clely non-overiapping, in order to make a consereatv

tion. For brevity, the former will be referred to as “fixedeti comparison with our adjustable channel width allocatior, w

approach” and the latter will be referred to as “ideal apphda assume the fixed-width approach can assign four completely

The ideal approach can be viewed as either a perfect tmpé)_n-overlappmg channels.

domain adaptation approach or a perfect frequency-domairrigure 5 shows the performance comparisons for the small
adaptation approach where an AP can be allocated multipletwork, for the three performance metrics discussed above
non-contiguous bands of arbitrary width. Specificallyehee |n terms of spectrum utilization, the fixed channel-width
are evaluating the performance of the ILP scheme describgshroach achieves 144 MHz whereas the ideal bound is 192
in Section V-A. This serves as the optimal spectrum-domaiiHz in all six scenarios. The ILP without discrete channel-
adaptation scheme without complexity constraints. In et n width constraints achieves 192 MHz, showing that requiring
subsection we will evaluate how far the low-complexity apthe band to be contiguous does not decrease the spectrum
proximation algorithms can approach the ILP’s performancetilization. The average spectrum utilization of ILP with 1
The overall available spectrum is assumed to be 80 MHzhannel-width options is 182.4 MHz, which is better than
We consider three variants of the ILP scheme. The first one @se state-of-the-art fixed channel-width approach. In seah
sumes a discrete set of allowed channel-widfhs10,20,40}  global fairness indexX ..., the average value for the fixed
MHz. The second one assumes a different set of channghannel-width approach is 0.54; the ILP with 4 channel-widt
widths, {3,5,6,7, 10, 12, 14, 20, 24, 28,40} MHz (this is the options achieves 0.63; the ILP with 4 channel-width options
set of channel-widths defined in WIMAX). The third variantichieves 0.65; the ILP without constraints as well as thalide
assumes any channel-width is allowed. approach achieve 0.77. Hence our algorithms provide $fight
Performance Metrics: We use three performance metricsbetter global fairness than the fixed channel-width apgroac
The first metric is thetotal spectrum utilizationl’s,;. The However, similarly as in the case of spectrum utilizationt o
second metric is global spectrum-per-load fairness (SPFlgorithms are significantly better in terms of the locatdass
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index Flocq;®. Again, the fixed width approach is the worst ot
whereas the ILP without discrete channel-width constsdiats 160
about the same performance as the ideal solution. 128 ]
Large WLAN Results: To compare with existing WLAN o
deployments in which each AP is assigned one (fixed widt 60 |
channel, we compute the spectrum utilization with existin ol
deployment for the 50-node topology as follows. Since tt o
conflict graphG in this case is not colorable with four colors,
we cannot avoid conflicting channel assignments. We procee 100
by first obtaining a (conflicting) channel assignment on four 1400
channels and then compute the spectrum utilization asgumin e
that if an AP conflicts withk of its neighboring APs on 800
the same channel, then this AP can use effectively a fractiol o
1/(k+ 1) of its assigned 20MHz spectrum. To obtain a good 200
channel assignment, we use the weighted coloring channi Sparse Dense
assignment algorithm in [20]. Figure 7: Comparison of spectrum utilization—Large network
Figure 6 gives the performance comparisons for the largéep), Small network (bottom): ILP vs heuristics. “LP-4wid ths”
WLAN, for the two test cases. In both cases, the spectrJgfers to the LP algorithm using 4 channel-width options. "GR-
utilization of the fixed channel-width approach is signifitg  "CF-4Widths” refers to the greedy raising algorithm with most-
. _.congested-first ordering and 4 channel-width options.
worse than the other approaches (up to 4X smaller). Similar
to the small WLAN case, the ILP with discrete channel width Summary of Observations: In summary, the proposed
options achieves a much better spectrum utilization, aed thqaniive channel-width architecture, which allocatesheie
ILP without discrete constraints achieves a spectruneatibbn 5 contiguous channel with a tunable width, can significantly
close to that of the ideal solution. However, in this caseirta outperform the fixed channel-width approach in terms of
11 channel-width options does not significantly improve thgsectrum utilization. In some cases, the increase in spectr
spectrum utilization. In terms of the local faimess ind#e jlization can be as much as 4X. Secondly, adapting channel
fixed channel-width approach can be as much as 8X WOrggjihs based on the loads at the APs also helps in substgntial
than the the adaptive channel-width approach. improving fairness in the network, thus providing a good
Low Complexity Approximation Algorithms: The ILP  goytion to the load-balancing problem. And finally, thefper
scheme described in Section V-A, although optimal, has & highance of our heuristic algorithms is close to the optimalarpp
complexity, limiting its use to only small networks. In thsisb- - oynd that assumes non-contiguous, arbitrary-width o#iann
section we compare the ILP scheme with the low complexity
approximation algorithms in Section V-B and Section V-C. VII. RELATED WORK
Figure 7 shows the throughput comparisons for the smallSeveral algorithms and techniques have been proposed to
network and the large network, where the ILP approach tiglance load across APs in a WLAN.
compared with (i) the LP approach followed by greedy tuning, Bejerano et. al. [8] showed the importance of association
(i) the greedy raising algorithm using the most-congediest control for fairness and load balancing in WLANs. Cell
ordering, (iii) the greedy raising algorithm using the skestt Breathing [6] adjusts power levels of APs to achieve asso-
last ordering. In this setting, there are four channel-widtiation control. It decreases the transmit power of heavily
options, {5, 10,20,40} MHz; the results for 11 options areloaded APs to force some clients away from it. Similarly, it
similar and are omitted. The crucial observation is thatdke increases the transmit power of lightly loaded APs to attrac
complexity heuristics algorithms can achieve close toroalti clients. Other approaches, e.g. [27], explicitly modifients
spectrum utilization. The same is true for both the global ano associate with the best AP. Although association control
local fairness index measures. is important, it might not be the best approach for load
5 _ ) _ _ balancing if done in isolation. For example, cell breathing
The local fairness index can exceed 1 if the spectrum assignevery AP . . . .
exceeds its fair share. This can happen if spectrum is revssdefficiently m'ght associate a client with a farther away AP. AIthOUgh’
by the algorithm. this can reduce the number of clients associated to an AP,



moved clients might get much lower data rates if the new AP
is far, or they could reduce the throughput of other clientﬁ]
around it due to the rate anomaly problem [16]. In contrast,
our approach of load-aware spectrum allocation allowsitdie [2]
to stay associated to the best APs. We note, however,
association control is complementary to our approach ofgusi
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