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The simulation of molecules is a widely anticipated application of quantum computers. However,
recent studies [1, 2] have cast a shadow on this hope by revealing that the complexity in gate count
of such simulations increases with the number of spin orbitals N as N8, which becomes prohibitive
even for molecules of modest size N ∼ 100. This study was partly based on a scaling analysis of the
Trotter step required for an ensemble of random artificial molecules. Here, we revisit this analysis and
find instead that the scaling is closer to N6 in worst case for real model molecules we have studied,
indicating that the random ensemble fails to accurately capture the statistical properties of real-
world molecules. Actual scaling may be significantly better than this due to averaging effects. We
then present an alternative simulation scheme and show that it can sometimes outperform existing
schemes, but that this possibility depends crucially on the details of the simulated molecule. We
obtain further improvements using a version of the coalescing scheme of [1]; this scheme is based
on using different Trotter steps for different terms. The method we use to bound the complexity
of simulating a given molecule is efficient, in contrast to the approach of [1, 2] which relied on
exponentially costly classical exact simulation.

I. INTRODUCTION

It has been 30 years since Feynman suggested that a
quantum information processor could in principle sim-
ulate the dynamics of quantum systems efficiently [3],
and this idea has since been formalized and studied in
great detail [4–10]. Based on this knowledge, it has been
advocated that one of the first practical applications of
quantum information processors will be the simulation
of molecules [11–13, & references therein]. This is mo-
tivated by the fact that state-of-the-art, high-precision
numerical simulations are limited to molecules with at
most 50-70 spin orbitals, where a spin orbital denotes a
choice of both orbital and spin quantum numbers[14–18].
Thus, a quantum computer using as little as 100 logical
qubits has enough storage capacity to efficiently perform
a simulation which is otherwise intractable classically.

However, closer scrutiny of the problem has recently
revealed that, while the memory requirements are in-
deed relatively modest, the duration of such quantum
simulations using the proposed techniques are far too de-
manding [1]. Significant improvements were obtained by
optimizing the quantum simulation circuitry [2], but the
required time-resources remain prohibitive.

To understand the origin of this problem, recall that
the time-evolution operator associated to a Hamiltonian
H is UH(t) = e−iHt. For a Hamiltonian expressed
as the sum of m terms H =

∑m
α=1Hα, we can use

the Trotter-Suzuki (TS) decomposition to approximate
the “infinitesimal” time-evolution operator UH(∆t) by
a product of m infinitesimal time-evolution operators
Uα(∆t) = e−iHα∆t , each generated by a single term Hα

from the Hamiltonian. Repeating 1/∆t times yields the
time-evolution operator for a unit time. We can deduce
two immediate consequences of this approach. On the
one hand, the number of gates Ng required to implement
a single infinitesimal time step will scale at least propor-
tionally to the number of terms m in the Hamiltonian.
On the other hand, the error in the TS approximation
also increases as some power of m, forcing us to adopt
a smaller time step ∆t, and hence a slower simulation
[1, 8, 10].

In the case of a molecule, the Coulomb force generates
quartic terms c†pc

†
qcrcs in fermion creation and annihi-

lation operators. For small molecules, there can be as
many as ∼ N4 such distinct terms, where N is the num-
ber of relevant spin orbitals of the molecule. The stan-
dard approach to the problem [1, 2, 11–13] applies the
TS decomposition directly to these m = O(N4) terms,
each of which can be implemented using (at best) a con-
stant number of gates[2] on average given a gate set con-
taining one- and two-qubit Clifford operations as well
as arbitrary single-qubit controlled rotations. Thus, this
technique unavoidably entails at least a ∼ N4 cost per
infinitesimal time-step.

Furthermore, to achieve a constant accuracy, the time
evolution operator needs to be broken into a number of
steps which increases as some power of N . In [1], a rigor-
ous upper bound on the TS error was derived which in-
dicates that 1/∆t = O(N5) infinitesimal time-steps are
sufficient to achieve a constant accuracy. This scaling
was confronted with exact numerical simulations which
revealed that 1/∆t = O(N4−5) infinitesimal time-steps
were indeed sufficient, resulting in a total complexity of
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O(N8) at best. This result is already exorbitant for a
molecule with N ∼ 100 spin orbitals.

These exact simulations were not carried on real-world
molecules, but instead used artificial molecules drawn
from a random ensemble meant to reproduce the sta-
tistical properties of real molecules. This is motivated by
the fact that exact numerical simulations are restricted
to small molecules N ∼ 24 and the limited availability of
interesting real-world molecules of small size.

In this article, we assess the complexity of a quantum
simulations without resorting to costly exact simulations,
but instead directly and efficiently evaluate an upper
bound derived in [1]. Because quantum simulations will
be used precisely for those molecules that are too large
to be amenable to classical simulations, this efficient and
rigorous error assessment is also of independent interest.
In this way, we are able to predict the complexity for the
quantum simulations of real-world molecules of size up to
N ∼ 100, and find that 1/∆t = O(N1.5−2.5) time-steps
are sufficient to achieve a constant-accuracy simulation,
and the true cost may be even lower. This result clearly
indicates that the statistical properties of those molecules
are not accurately reproduced by the random ensemble
used in [1], and that the complexity of simulating real-
world molecules is substantially lower than anticipated.
Finally, we show that by using different TS steps for dif-
ferent terms, in a version of the coalescing approach of
Ref. 1, it is possible to obtain further improvements to
the time complexity.

We also propose an alternative simulation scheme
based on a decomposition of the Hamiltonian into a sum
of m = O(N2) terms, each of which can be implemented
with O(N2) gates. While this leads to an identical gate
count Ng ∼ N4 per infinitesimal time step, reducing the
number of terms in the TS decomposition can signifi-
cantly reduce the resulting error, thus enabling a larger
time step ∆t. We find that this alternative simulation
scheme can sometimes outperform existing schemes, but
that the performance of each scheme depends greatly on
the details of the simulated molecule. Our efficient error
assessment technique comes in handy at this point be-
cause it enables us to determine which simulation tech-
nique is best suited for a given molecule. This illustrates
that other decompositions of the Hamiltonians could lead
to substantial gains.

In general, in this paper when estimating work we will
count the number of gates required. The nesting scheme
of Ref. 2 means that in many cases we can parallelize
such that the depth of the circuit will be proportional to
the number of gates divided by N . In a few places we
comment on this more explicitly.

II. BACKGROUND

In this section, we present the problem more formally,
and review the standard simulation approach [1, 2, 11–
13].

A. Hamiltonian

Our starting point is a Hamiltonian of the form

H =
∑

pq

hpqc
†
pcq +

∑

pqrs

hpqrsc
†
pc
†
qcrcs, (1)

where c†p and cp are fermion creation and annihilation
operators for the spin orbital p. There are N spin or-
bitals which have been chosen using, e.g. Hartree-Fock
calculations. To get a constant-accuracy estimate of the
ground-state energy of the corresponding molecule, we
need to simulate the time-evolution operator UH(t) for
some constant time t, which we will set to unity in what
follows and drop the explicit t variable when unnecessary.

The first term of Eq. (1) describes free fermions. We
will use the shorthand notation Hpq = hpqc

†
pcq for these

terms and note that H†pq = Hqp ⇔ h∗pq = hqp is required
for H to be Hermitian. A nice property of free-fermion
operators is that they form a closed Lie algebra, i.e., for
H =

∑
pq hpqc

†
pcq and H ′ =

∑
pq h

′
pqc
†
pcq, we have

[H,H ′] =
∑

pq

[h, h′]pqc
†
pcq, (2)

where [h, h′]pq simply refers to the (p, q) matrix ele-
ment of [h, h′]. Throughout, we will use upper-case let-
ters H,U, . . . to denote operators on the 2N -dimensional
Hilbert space, and lower-case letters h, u, . . . for matrices
on the N -dimensional orbital space. The group U(N)
acts on the orbital space, and Eq. (2) simply shows that
free fermion Hamiltonians form a (reducible) representa-
tion of U(N). In other words, e−iHtcpeiHt =

∑
q upqcq

where u = e−iht ∈ U(N).
The second term of Eq. (1) represents interactions. We

will use the shorthand notation Hpqrs = hpqrsc
†
pc
†
qcrcs.

We note that the substitution hpqrs ← hpqrs+hqpsr
2 leaves

the Hamiltonian invariant, so we will henceforth assume
that hpqrs = hqpsr.

With the exception of section IV, where all four
fermion terms are considered on an equal footing, we
will reserve Hpqrs to refer to terms where p, q, r, s are
all distinct and otherwise refer to Hprrq terms and Hpqqp

terms to refer to the case that only 3 or 2 of the indices
are distinct. Note that the terms Hpqqp are diagonal in
an occupation number basis. Similarly, we use Hpp to
refer to terms proportional to c†pcp and Hpq to refer to

terms proportional to c†pcq for p 6= q.

B. Simulating time evolution

The general strategy to simulate the time-evolution
generated by a Hamiltonian which is the sum of m sim-
ple terms H =

∑m
α=1Hα proceeds in two phases. First,

we decompose the total time evolution into a sequence
of infinitesimal steps UH(1) = [UH(∆t)]

1/∆t . Second,
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we use the second-order (or higher) TS decomposition to
approximate each infinitesimal steps

UH(∆t) ≈ UTS
H (∆t) (3)

:= Um(∆t

2 ) . . . U2(∆t

2 )U1(∆t)U2(∆t

2 ) . . . Um(∆t

2 ), (4)

where Uα(t) = e−iHαt. For the Hamiltonian of Eq. (1),
the index α would range over all the pairs α = (p, q) and
quartets α = (p, q, r, s) of spin orbitals, so m ∼ N4.

We claim that the evolution generated by any free
Hamiltonian can be implemented exactly with O(N2)
gates. This follows from the Householder transforma-
tion [20] which shows that we can decompose u =
e−ih ∈ U(N) into a sequence of N2 unitary matri-
ces u = v1v2 . . . vN2 , where each vα is trivial every-
where except on a 2 × 2 block (pk, qk). Writing vk =

e−ig
k

, we can express UH = V1V2 . . . VN2 where Vk =
exp(−igkpkqkc†pkcqk + h.c.) is a time-evolution operator
generated by a free-fermion operator acting only on 2
modes. These operators Vk can be implemented with a
constant number of gates on average using the technique
of Ref. [2] to cancel Jordan-Wigner strings[19]. We note
that this simulation of free Hamiltonians is exact, in con-
trast to previous approaches [1, 2, 11–13] that rely on TS
approximations. This is crucial for the alternative simu-
lation scheme we will present in Sec. IV because it makes
frequent uses of such free evolution operators to imple-
ment spin orbital basis changes. Further, it is possible to
choose the ordering of the free-fermion evolution opera-
tors such that nesting as in Ref. 2 can be used to reduce
the depth to O(N).

Simulating the interaction terms is more demanding.
In Ref. 2, it was shown how the time evolution gener-
ated by each term Hpqrs can be implemented using a
constant number of gates on average. Since there are far
more interaction terms than free terms, the overall circuit
complexity is set by them, and the number of gates Ng re-
quired to implement a single infinitesimal time-evolution
operator Eq. (4) is therefore ∼ N4.

In practice, although it is possible to simulate all the
free fermion terms in Eq. (1) exactly without any TS er-
ror as described above, it would likely be preferred to
use the scheme of Ref. 2 in which these terms are in-
terleaved with terms Hprrq so that after a term c†pcq is

executed, it is followed by terms c†pc
†
rcrcq. In this way,

in a Hartree-Fock basis these terms tend to cancel each
other, reducing the TS error.

C. Error per infinitesimal time-step

Following the analysis of [1, appendix B], the approx-
imation in Eq. (4) results in an error bounded by

δTS := ‖UH(∆t)− UTS
H (∆t)‖ (5)

≤
m∑

α=1

∥∥∥∥∥[[Hα, H>α], Hα]] + [[H>α, Hα], H>α]]

∥∥∥∥∥∆3
t (6)

where H>α =
∑
β>αHβ . Note that [Hpqrs, Hp′q′r′s′ ] = 0

unless one of the indices is repeated. Thus, of all the
m3 = O(N12) terms [[Hα, Hβ ], Hγ ] appearing in Eq. (6),
only mK2 will be on-zero, where K = O(N3) is the max-
imum number of terms Hβ with which a given Hα does
not commute. Defining Λ = maxα ‖Hα‖, which is a con-
stant in the present case, this leads to the upper bound

δTS ≤ mK2Λ3∆3
t = O(N10)∆3

t . (7)

The error in TS evolution gives an upper bound to the
error in the eigenvalues of the unitary operator to evolve
for a time step ∆t. This translates to an error in the
ground state energy

∆ETS ≤
m∑

α=1

∥∥∥∥∥[[Hα, H>α], Hα]] + [[H>α, Hα], H>α]]

∥∥∥∥∥∆2
t

= O(N10)∆2
t . (8)

This implies that the time step ∆t needs to be as little
as ∆t = O(N−5) to achieve a constant precision, which
is the rigorous upper bound derived in [1].

An alternate route to undertanding error is to use the
Baker-Campbell-Hausdorff (BCH) formula to compute
the error in the TS approximation as a power series in
∆t. Remarkably, the lowest order term in the power se-
ries gives an error that is within a constant factor of that
resulting from the bound above, implying that the bound
is close to optimum. The advantage of the BCH formula
is that it gives a tighter estimate of error for small ∆t.
The advantage of the bound above is that it works for all
∆t while using the BCH formula it would be necessary
also to consider higher-order terms in the power series.

The accuracy of the upper bounds in (6) can be as-
sessed by comparing the values it predicts to the asymp-
totic formula for the error. The BCH formula can provide
this by giving the leading order behavior of the effective
Hamiltonian that the TS simulation evolves under. Ap-
plying the formula iteratively to (4) to order ∆t3 yields

Heff =H− 1

12

∑

α≤β

∑

β

∑

α′<β

[
Hα(1− δα,β

2
),
[
Hβ ,Hα′

]]
∆2
t . (9)

The error in the TS expansion for a single time step is
therefore

‖e−iH∆t − e−iHeff∆t‖ ≤ ‖H −Heff‖∆t. (10)

Similarly, perturbation theory gives that the error in the
ground state energy invoked by using the TS formula is

∑

α≤β

∑

β

∑

α′<β

1

12
〈Ψ0|

[
Hα(1− δα,β

2
),
[
Hβ , Hα′

]]
∆2
t |Ψ0〉, (11)

where |Ψ0〉 is the ground state of the true Hamiltonian
H and terms of order O(∆3

t ) have been neglected. These
formulas are valuable because they exactly predict the
errors in the simulation as ∆t approaches zero.
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If we apply the triangle inequality to (10) then we ob-
tain a comparable result to (6) to within roughly a fac-
tor of 12 if we neglect the O(∆t3) terms. This means
that (6) can be expected to be reasonably tight in the
regime where the error scales proportional to ∆2

t , up to
errors incurred by using the triangle inequality.

D. Random ensemble

While the bound derived in the previous section is rig-
orous, it is possible that the actual accuracy achieved in a
quantum simulation is much better. In Ref. 1, this ques-
tion was addressed using full classical simulations of the
quantum simulation algorithm itself. While such a nu-
merical simulation are certainly not tractable (this is the
entire point of using a quantum information processor),
they can be realized for molecules of modest sizes, and
this can provide an idea of the general scaling. Due to the
limited availability of interesting real-world molecules of
small size, the simulations of [1] were carried on artificial
molecules drawn from a random ensemble.

Specifically, for Hamiltonians of this ensemble, only a
fraction F ≈ 0.8% of the entries hpqrs of the Hamiltonian
are assigned non-zero values, those non-zero values have
random signs and magnitudes following the distribution

Prob(|hpqqp|) = Uniform(0, 0.5) (12)

Prob(|hpqqr|) = Exponential(0.2) (13)

Prob(|hpqrs|) = Exponential(0.1). (14)

These simulations revealed that ∆t ∼ N−4.32-N−5.08 de-
pending on the electronic filling factor. In our numerical
studies, we have also considered the ensemble obtained
with F = 1.

III. EFFICIENTLY COMPUTABLE ERROR
BOUND

There is an obvious way of improving the upper-
bound derived above using efficient numerical calcula-
tions. First, notice that the first term [[Hα, H>α], Hα] of
Eq. (6) contains only K terms in contrast to the second
term [[Hα, H>α], Hα] which contains K2. Thus, we will
henceforth drop the first term for simplicity. Then, using
the Jacobi identity [[A,B], C] = [A, [B,C]] − [B, [A,C]],
we see that [[Hα, Hβ ], Hβ′ ] is zero unless two of the three
pairs of terms from Hα, Hβ and Hβ′ do not commute.
Combined with the triangle inequality, we obtain the fol-
lowing upper bound to the second term of Eq. (6)

δTS ≤ 4
∑

α

‖Hα‖
(∑

β

′‖Hβ‖
)2

∆3
t , (15)

where Σ′ is the sum restricted to the terms β for which
[Hα, Hβ ] 6= 0. This gives an error in ground state energy

∆ETS ≤ 4
∑

α

‖Hα‖
(∑

β

′‖Hβ‖
)2

∆2
t , (16)

In Eq. (15), we made double use of the inequality

‖[Hα, Hβ ]‖ ≤ 2‖Hα‖ · ‖Hβ‖. (17)

We note however that in the case where each term Hα

represents a Hpqrs term, this inequality is tight up to a
factor of 2, provided that the terms do not commute.
For instance, ‖[Hpqrs, Hp′q′ps′ ]‖ = |hpqrs| · |hp′q′ps′ | ·
‖c†p′c†q′cs′c†qcrcs‖ = |hpqrs| · |hp′pr′s′ |. Thus, given a de-
scription of the molecule in terms of the m coefficients
hpqrs, the bound Eq. (15) can be evaluated with a com-
plexity linear in m. Since m ∼ N4, the evaluation
of this bound could become numerically demanding for
large molecules N � 100. Moreover, the evaluation of a
similar bound for the alternative simulation approach of
Sec. IV scales like N9, so it becomes necessary to develop
more efficiently ways of evaluating Eq. (15). This can be
achieved by Monte Carlo sampling from the sum rather
than evaluating every terms. More precisely, we can gen-
erate M triples of indices αk, βk and β′k such that both
[Hαk , Hβk ] and [Hαk , Hβ′

k
] are non-zero, and estimate the

bound in Eq. (15) by

δMC =
L

M

M∑

k=1

|hαk | · |hβk | · |hβ′
k
| (18)

where L is the total number of triplets αk, βk and β′k that
obey the above conditions. The relative error on this es-
timate is σ/δMC

√
M , where σ is the variance of δMC and

can also be estimated by sampling. In all the cases in
which we were forced to use Monte Carlo sampling to
estimate error upper bounds, we have used M = 105

samples and observed that the relative error on our es-
timate of δMD was about 1% or less. Moreover, Monte
Carlo sampling is used only for the alternative simulation
approach described in Sec. IV.

IV. ALTERNATIVE DECOMPOSITION

In this section, we present an alternative way of sim-
ulating molecules described by Hamiltonians of the form
Eq. (1) and show how to efficiently evaluate its accuracy.

A. Completing the square

The scheme we propose is based on the idea of express-
ing the interacting Hamiltonian as the sum of squares of
free terms plus additional free terms, i.e., completing the
squares. We begin by demonstrating how this is realized.
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By joining indices (p, r) = α and (q, s) = β, we can view
the tensor hpqrs as a matrix hαβ . This matrix is sym-
metric given our convention hpqrs = hqpsr, so it can be
diagonalized into hαβ =

∑
γ uαγdγu

∗
γβ with some unitary

matrix u and real vector d.
Consider the operator Kγ =

∑
rs u
∗
γqsc

†
qcs, where we

have partly converted back our notation (q, s) = β.
The interaction Hamiltonian can now be expressed as

−∑N2

γ=1 dγK
†
γKγ + H1, where H1 =

∑
pqs hpqqsc

†
pcs is

a quadratic term. While Kγ are not Hermitian opera-
tors, they can be written as the sum of Hermitian and
skew-Hermitian operators Kγ = (K̂γ + iK̃γ), leading to

K†γKγ = K̂2
γ + K̃2

γ + i[K̂γ , K̃γ ]. The commutator re-

sults in a free Hamiltonian. Defining Gγ =
√
|dγ |K̂γ and

Gγ+N2 =
√
|dγ |K̃γ , we have expressed the Hamiltonian

Eq. (1) as a sum of squares of free Hamiltonians

H = H0 −
2N2∑

γ=1

ηγG
2
γ (19)

where ηγ = ηγ+N2 = sign(dγ) and H0 is a free Hamil-
tonians containing the initial free term of Eq. (1), the
H1 component above, plus the various commutators
i[K̂γ , K̃γ ].

B. Simulation

Now that we have expressed the Hamiltonian in the
form Eq. (19), the simulation proceeds by using a
second-order TS decomposition Eq. (4) as above, but
this time using only m = 2N2 + 1 terms; H0 and
the G2

γ . To implement an infinitesimal time evolution

Uγ = exp(−iηγG2
γ∆t) generated by a G2

γ term, we first
change the basis of orbitals so as to diagonalize this term.
Given Gγ =

∑
pq g

γ
pqc
†
pcq, we can diagonalize the matrix

gγ into wγgγwγ† = εγ where εγ is a diagonal matrix.
Thus, written in the orbital basis fγp =

∑
q w

γ
pqcq, the

term Gγ =
∑
p ε
γ
pf

γ†
p fγp is diagonal. Using techniques

of Ref. [2], it follows that in this orbital basis, the in-
finitesimal time evolution Uγ can be realized using O(N)
gates.

The complexity of each Uγ therefore stems from the
U(N) orbital basis change wγ . But such a basis change
is equivalent to time-evolution under a free Hamiltonian,
so its complexity isO(N2) as explained in Sec. II B. Thus,
the overall complexity of simulating a single infinitesimal
time evolution is the number of terms in the TS decom-
position O(N2), times the complexity of implementing a
single term O(N2), resulting in the same scaling O(N4)
as the method [2] outlined in Sec. II B.

C. Error per infinitesimal time-step

We now evaluate the general error bound Eq. (6) in the
special case where each term Hα = ±G2

α is the square of
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FIG. 1. Number of TS steps required to achieve constant ac-
curacy on the energy measurement. Circles correspond to the
standard approach described in Sec. II and is derived from
Eq. (15). Squares correspond to the scheme described in
Sec. IV and is derived from Eq. (21). Coloured marks are
for a suite of real-world molecules. Filled black marks are for
artificial molecules drawn from the sparse Hamiltonian ensem-
ble F = 0.008 and hollow marks are for artificial molecules
drawn from the full Hamiltonian ensemble F = 1.

a free fermion Hamiltonian. While we could proceed the
same way as what led to Eq. (15), we note that the bound
Eq. (17) is not tight except in the special case explained
in Sec. III. So instead, we make use of the bound

[G2
α, G

2
β ] ≤ 4‖Gα‖ · ‖Gβ‖ · ‖[Gα, Gβ ]‖, (20)

which, inserted into in Eq. (7) and combined with the
triangle inequality, yields

δTS ≤ 8
∑

β,β′>α

‖Gα‖ · ‖Gβ‖ · ‖Gβ′‖ · ‖[[Gα, Gβ ]Gβ′ ]‖∆3
t

(21)
Note that each of the terms Gα, Gβ , Gβ′ and
[[Gα, Gβ ], Gβ′ ] are free fermion operators, so their norm
can be computed efficiently numerically. Indeed, the op-
erator norm of a free Hamiltonian H =

∑
pq hpqc

†
pcq can

be computed from the spectrum εp of the corresponding
h as ‖H‖ = max{E+,−E−}, where E+ (E−) is the sum
of the positive (negative) eigenvalues εp. It follows that
computing the norm of such an operator has complexity
O(N3), and therefore evaluating the bound Eq. (21) has
overall complexity O(N9). For this reason, we have re-
sorted to Monte Carlo sampling as explained in Sec. III
to evaluate Eq. (21).

V. NUMERICAL RESULTS

We have evaluated the bounds Eq. (15) and Eq. (21)
associated to the two simulation schemes. Since δTS is
the error of a single infinitesimal TS time-step and that
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there are in total 1/∆t such time-steps, a bound of the

form δTS ≤ Γ∆3
t implies that

√
Γ time-steps are requires

to achieve a constant accuracy. Fig. 1 therefore presents
the numerical values obtained for Eq. (15) and Eq. (21)
in terms of the total number of TS steps 1/∆t. The
bounds were evaluated for real-world molecules, for ar-
tificial molecules chosen from the ensemble described at
Eqs. (12-14), and for artificial molecules chosen from a
different random ensemble where non-zero values were as-
signed to all hpqrs coefficients following the distribution
Eqs. (12-14). We refer to these two random ensembles as
sparse and full respectively.

A. Artificial molecules

For the artificial molecules, we find that the fraction
F of non-zero coefficients Hpqrs has little impact on the
scaling of the complexity with N , and both simulation
schemes display a complexity near N4.5-N5, in good
agreement with the findings of [1] obtained from full nu-
merical simulations. However, as we discuss below, this
is likely an artifact of small sizes and the true scaling
even for the artifical molecules is likely much better.

Although the scaling with N is largely insensitive to
the chosen random ensemble, we find that this choice
greatly affects the constant pre factor. This is anticipated
from the fact that a denser Hamiltonian will have a corre-
spondingly higher norm, which will directly translate into
a higher TS error bound. However, we observe that the
two simulation schemes are not affected equally by this
Hamiltonian density: while both schemes are have nearly
identical complexity on the ensemble with F = 0.008, the
estimates for the scheme of Sec. IV are 100 times better
on the ensemble with F = 1.

B. Real molecules

Despite the rather dispersed data, there appears to
be a clear discrepancy with the results obtained from
real and artificial molecules. This strongly suggests that
the scaling with real molecules is much more favorable
than the one anticipated from simulations of artificial
molecules [1], with a scaling in the range N1.5-N2.5 in-
stead of N4-N5. The standard simulation scheme ap-
pears to offer a better scaling than the scheme of Sec. IV,
but the data is too scattered to draw any firm conclusion.
A case-by-case approach seems the most appropriate at
this stage.

C. Analysis

The artificial molecule ensemble with F = 1 illustrate
that, by choosing to decompose the Hamiltonian Eq. (1)
into a sum of fewer but more complex terms Eq. (19), we
can obtained significant improvements of the TS error
in our quantum simulation algorithm. It is unclear at
this stage how much of this gain is real, and how much
is coming from a tighter upper bound on the error. On
the one hand, all these bounds make use of the triangle
inequality to bound the sum of M terms as follows

∥∥∥
M∑

i=1

Xi

∥∥∥ ≤
M∑

i=1

‖Xi‖ ≤M max
i
‖Xi‖. (22)

This bound may not be tight, since we might expect the
true norm to scale like

√
M instead of M due to some

averaging effect. However, surprisingly the agreement be-
tween the scaling of the bound agrees with the one found
in [1] using exact simulations for the ensemble of arti-
ficial molecules. This initially suggests that not much
is lost in triangle inequalities. We now analyze this in
more detail using analytic estimates and additional sim-
ulations using LIQUi|〉, a quantum simulator developed
at Microsoft Research[21], and argue that at the sizes of
molecules amenable to simulation (including those in [1])
the terms arising from the commutator of distinct Hpqrs

terms are not yet important, but will become important
at larger sizes. However, we further argue that the cor-
rect error anlysis will scale only as

√
M due to average so

that the true error estimate is significantly better than
predicted by the triangle inequalities.

For this subsection, we primarily focus on the error
estimates for the standard decomposition. For the al-
ternative decomposition of section IV, another source of
improvements comes from our ability to efficiently eval-
uate the operator norm of free fermion operators. For
general operators Gα, Gβ , the norm of their commutator
is bounded by Eq. (17). However, when Gα, Gβ are free
fermion operators, we can directly evaluate their commu-
tator and its norm. This idea is used to derive Eq. (21),
which should be much tighter than the corresponding
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naive upper bound, and could also partly explain the ob-
served gain. Fig. 2 illustrates the average advantage of
evaluating the norm of the commutator instead of using
a naive bound Eq. (17) for the real molecules studied in
Fig. 1.

Consider the commutator [[H>α, Hα], H>α]] in Eq. (6).
Above, we used a triangle inequality to upper bound
this commutator by summing norms of double commu-
tators ‖[[Hα, Hβ ], Hβ ]‖. There are at most O(N10) non-
vanishing commutators, so that this estimate is at most
O(N10). However, we also have available the bound that
‖[[H>α, Hα], H>α]]‖ ≤ 4‖Hα‖·‖H>α‖2. For the artificial
molecule ensembles with hpqrs assigned random signs,
note thatH>α is a sum ofO(N4) terms with uncorrelated
random signs and magnitude of order unity. Hence, we
expect that it will have ‖H>α‖ ≤ O(N2). If this estimate
holds, we have

∑
α ‖[[H>α, Hα], H>α]]‖ ≤ O(N8) which

already improves on the O(N10) estimate. This estimate
of O(N8) completely ignores any considerations of which
terms in H>α commute with Hα and hence is still likely
to be an overestimate; perhaps improved estimates could
be obtained based on applying the trace method directly
to the double commutator [[H>α, Hα], H>α]] as this dou-
ble commutator is a sum of O(N6) terms with random
signs but with some correlation between the signs. How-
ever, the estimate O(N8) already hints that the upper
bound from the triangle inequality is not tight. In this
subsection, we further explore the possibility that aver-
aging improves these estimates (the estimate for ‖Hα‖ is
an example of a kind of averaging as the norm of a sum
of terms may be much less than the sum of the norms).
In an appendix, we briefly discuss the extent to which we
can show the estimate ‖H>α‖ ≤ O(N2).

In computing the error in numerical simulation, in all
cases we chose the time step ∆t sufficiently small to enter
the regime that error scaled proportional to ∆2

t . The first
piece of numerical evidence that the bounds are not yet
relevant at the available N is that an attempt to correlate
the errors resulting from the triangle inequality above
with actual errors observed in simulation showed no cor-
relation at all for a wide range of available molecules.
Further, replacing the bound from the triangle inequal-
ity with an alternate estimate using the square-root of
the sum of terms continued to show no correlation. In-
deed, we found in the numerical simulations that the er-
ror in fact tended to decrease with larger N for a range
of molecules studied.

More precise numerical evidence was obtained from a
numerical experiment in which the term order was ran-
domized for the molecule H2O using a basis with 14
spin orbitals. We used the interleaved term order of
Ref. 2, keeping the ordering of Hpp, Hpqqp, Hpq, Hprrq

terms fixed, while randomizing the order of the Hpqrs

terms (randomizing the order of all terms, not just Hpqrs

led to a significant increase in numerical error. We used
a second-order TS formula to compare to Eq. (11). From
this equaiton, we can see the effect at order ∆2

t on the
ground state energy of a term [[Hα, [Hβ , Hα′ ]] has a ran-

dom sign depending upon term order. Thus, this term
ordering randomizes the sign of any term involving three
distinct Hpqrs terms (or involving the commutator of
a non-Hpqrs term with the commutator of two distinct
Hpqrs terms). Further, the signs of distinct terms in
Eq. (11) are decorrelated for each other for most choices:
the average over term orderings of

〈Ψ0|
[
Hα

[
Hβ , Hα′

]]
|Ψ0〉 × 〈Ψ0|

[
Hµ

[
Hν , Hµ′

]]
|Ψ0〉 (23)

vanishes if α, β, α′, µ, ν, ν′ are all distinct from each other
and are all Hpqrs terms.

Thus, for a typical term order, we expect the errors
to add proportional to

√
M . Fig. 3 shows a histogram of

the actual TS error for 1000 instances. The Trotter num-
ber was set equal to 8, meaning a time step ∆t = 1/8.
The curve is reasonably close to a Gaussian distribution
with a non-zero mean. To quantify the Gaussianity of
the curve, the ratio of the fourth moment to the square
of the second moment is equal to 3.15 . . ., rather than
the expected 3 and the ratio of the third moment to
the three-halves power of the second moment is equal
0.32 . . . rather than 0. The ratio of the root-mean-square
width of the curve to the mean is 0.033 . . ., indicating
that the terms with non-zero average still give the dom-
inant contribution to the error at this size. However,
for sufficiently larger sizes, the dominant contribution to
the error should indeed arise from double commutators
involving three distinct Hpqrs terms (as the number of
these terms increases rapidly with N) and these terms
will add with random signs.

It would be interesting to extend this analysis to higher
order. We expect that there will still continue to be an
averaging effect. The order ∆4

t correction to the ground
state energy is the sum of two terms. First, there is the
ground state expectation value of the order ∆4

t correction
to Eq. (9); this term will still vanish on average over term
order. Second, at order ∆4

t there is a correction to the
ground state energy which is second order in the order
∆2
t Hamiltonian given in Eq. (9). This correction requires

summing over intermediate states. Note, however, that
if Ψi is an excited state, then

〈Ψ0|
[
Hα

[
Hβ , Hα′

]]
|Ψi〉 × 〈Ψi|

[
Hµ

[
Hν , Hµ′

]]
|Ψ0〉 (24)

vanishes on averaging over term orders if α, β, α′, µ, ν, ν′

are all distinct from each other and are all Hpqrs terms.
This holds because, by the Jacobi identity, the term
[Hα, [Hβ , Hα′ ]] vanishes identically on averaging over
term orders. However, beyond this treatment of each
term order-by-order, it would be very interesting if an
averaging estimate could be given to all orders, similar
to the way that Ref. 1 gave an upper bound in terms of
double commutators that was valid to all orders.

As a further test, to see if the bounds were in any way
sensitive to molecule geometry or closeness to Hartree-
Fock, we studied the molecule ozone, O3. The kinetics
of the recombination of O and O2 to form the O3 ozone
molecule depend sensitively on the potential energy sur-
face. In particular the height of a barrier, separating a
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FIG. 3. Histogram of TS error for H2O with Hpqrs term order
randomized, 1000 samples.

shallow van der Waals minimum from the ground state,
has a big influence on the reaction rate. Accurately cal-
culating the barrier height of this transition state is a
challenge for classical calculations, since the full basis is
too large to be treated in a full-configuration interaction
calculations and truncated basis sets introduce large ap-
proximation errors [22]. Calculating the energy of various
configuration of the ozone molecule is thus a useful early
benchmark problem for a quantum computer.

For our estimates we considered three distinct config-
urations of ozone: a) the ground state , b) the transition
state and c) a metastable state at a van der Waals min-
imum between an O2 molecule and a free oxygen atom.
The distances and angles between the atoms at these
configurations was obtained from Ref.[22]. Direct eval-
uation of the double commutator bound showed that it
was much larger in the ground state than anywhere else.
In particular, the value at the transition state was 7.5
times smaller than in the ground state and at the van
der Waals minimum even 9.6 times smaller. Interest-
ingly, this means that the bound is not in any significant
way worse for for the transition point, which is hard to
obtain classically. We used a basis with 60 spin orbitals
for ozone; compared to H2O in a large basis with 62 spin
orbitals, the bound for the ground state configuration of
ozone was roughly twice as large, and it was roughly 0.6
times as large as that for Fe2S2 in a basis with 112 spin
orbitals.
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FIG. 4. RMS value of ‖Hα‖ for a set of small molecules as a
function of the number of spin orbitals N .

D. Cauchy–Schwarz bounds and decay of |hpqrs|2

The Cauchy–Schwarz inequality gives an alternative
method for bounding the error in quantum simulations
that can be easily computed for large values of n. Let
W (~x) be an indicator function that is 1 if and only if the
vector ~x = (α, β, β′) corresponds to a triple of Hamiltoni-
ans Hα, Hβ , Hβ′ that contributes to the simulation error
in Eq. (8). That is, W (~x) is zero if [[Hβ , Hα], Hβ′ ] = 0;
alternately, if we are content to evaluate the error to order
∆2
t , we can set W (~x) to zero if the ground state expecta-

tion value of the triple product is known to be zero from
symmetry arguments since (11) shows that the ground
state energy is unaffected by such terms to order ∆3

t .
Given these assumptions, the use of the Cauchy–Schwarz
inequality applied to triplets which give a non-vanishing
contribution to Eq. (8) shows us that the error can be
bounded by the root–mean–square values of ‖Hα‖

‖
∑

~x

[[Hβ , Hα], Hβ′ ]W (~x)‖ ≤ 4

(∑

α

‖Hα‖2
)3/2√

NW ,

(25)
where NW =

∑
~xW (~x). Similar Cauchy–Schwarz

bounds can also be found for Eq. (15). This bound has
the advantages that it depends on the RMS value of ‖Hα‖
which is easy to compute directly or from Monte–Carlo
sampling and that it also handles constraints in a natural
way.

The scaling of the RMS values of ‖Hα‖ is given in
Fig. 4. Since the RMS value decreases, the scaling pre-
dicted is better than the O(N10) bound trivially ex-
pected. If we only exclude commuting terms from the
sum then NW = O(N10). Using the scalings observed
in Fig. 4 and the fact that H consists of O(N4) terms,
(25) shows that δTS = O(Nγ), where we find empirically
that 2 ≤ γ ≤ 5, which means the number of Trotter
steps needed to achieve a fixed error tolerance is O(N)-
O(N2.5). Since O(N4) gates are needed per TS step,
the simulations require a number of gates that is O(N5)-
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O(N6.5).
These scalings also depend strongly on the form of the

ground state. If, for example, we were to assume that
only O(N6) terms lead to errors in the ground state en-
ergy (which holds when the error in the Hartree–Fock ap-
proximation is small) then scaling of the number of gates
needed would further drop to O(N5.5)-O(N4). Hence
properties of the ground state can and should be used to
reduce these bounds when possible.

VI. COALESCING

In Appendix C of Ref. 1, the idea of “coalescing”
was introduced. This idea can be regarded as a “multi-
resolution Trotterization”: Rather than trying to deter-
mine the minimum TS time step which will work for all
terms, we allow different terms to have a different TS
step.

One simple realization of the approach within a first-
order TS scheme is to pick a fixed time step δt which
represents the shortest time that we resolve. Consider
a Hamiltonian H =

∑
αHα. For each term, Hα, we

choose some number nα which reflects how infrequently
the term is applied: it will be applied every nα-th step
with a strength proportional to 1/nα. Let K be the least
common multiple of the nα and let ∆t = Kδt. Then, this
scheme gives an approximation to evolution over time ∆t.
For example, if H = H1 + H2 + H3, with n1 = 1, n2 =
2, n3 = 4 so that ∆t = 4δt then we approximate

exp(i4δt) ≈
(

exp(iδtH1) exp(2iδtH2) exp(4iδtH3)
)

(26)

×
(

exp(iδtH1)
)(

exp(iδtH1) exp(2iδtH2)
)

×
(

exp(iδtH1)
)
,

where the parenthesis
(
. . .
)

are used to separate the four

different steps.
Clearly, such a coalescing scheme allows enormous flex-

ibility. Even within the simple example above, there is
room to choose the ordering of terms within each of the
four steps (one might choose different orderings in each
step). Further, with a term such as H2, we can choose
to execute it on the first and third step as above or on
the second and fourth step, and similary we can choose
to execute H3 on any of the four steps.

An alternate more complicated coalescing scheme was
also presented in Ref. 1. One (theoretical) advantage of
this more complicated scheme is that it was defined in
a way that allowed an inductive proof of tighter upper
bounds on the TS error. For simplicity in this paper, we
stick to the simpler first-order approach outlined above.
Also, for simplicity, in all cases we choose the nα to be
powers of two, and we execute a term with given nα on
steps 1, nα + 1, 2nα + 1, . . .. In practice we found no
notable advantage to considering other options. Thus,

the important question is how to choose the nα for a
given term.

Using this coalescing scheme, we otherwise continue to
followed the interleaved term order of Ref. 2, so that in a
given TS step we first execute the Hpp and Hpqqp terms,
followed by the Hpq terms interleaved with the Hprrq

terms. Then, we execute the Hpqrs terms. Coalescing is
only applied to the Hpqrs terms; that is, all other terms
will have nα = 1, while for the Hpqrs terms we have
nα = 1 for some terms and nα > 1 for others. We used a
first order TS scheme (as noted in Ref. 2 the first order TS
offers performance with the same error scaling as second
order in this case).

Before going into details, it is worth noting two prop-
erties of this scheme. First, the scheme is exact if all
terms Hα commute. Second, the scheme gives the cor-
rect response in the ground state energy to first order
for any term Hα, regardless of the value of nα. To make
this more precise, suppose that Hα = εT for some α, for
operator T and for some ε << 1. Let ψ0 be the approx-
imation to the ground state resulting from TS evolution
at ε = 0. Then, regardless of nα, the scheme gives a shift
in ground state energy equal to ε〈ψ0|T |ψ0〉+O(ε2).

Finally, one may consider the question of circuits for
coalescing. In Ref. 2, it was shown that a reduction
in circuit depth could be obtained using modified cir-
cuits that enable the cancellation of much of the CNOT
strings used to perform the Jordan-Wigner transforma-
tion and that also enable improved parallelism. Fortu-
nately, these techniques are compatible with coalescing.
We will find that most of the terms can be aggressively
coalesced (choosing a large nα); for these terms, since
many terms will all be executed with the same large nα,
most of the CNOT cancellation and parallelization ben-
efits can still be obtained for those terms. Thus, in what
follows, as a proxy for the total depth of the circuit re-
quired, we simply use the number of terms in the TS
formula, while a more accurate estimate along the lines
of previous work such as Ref. 2 would require a detailed
analysis of gate depth.

A. Prioritizing Terms

We now discuss how to choose the nα. The main im-
provement here on Ref. 1 is a different way to perform
this choice which leads to significant numerical improve-
ments. Unfortunately, we do not have mathematically
rigorous upper bounds to justify our choice; our justifi-
cation is instead based on extensive numerical simulation
for small molecules within reach of a classical simulation.
As explained below, we found a general, fairly simple rule
which worked well for all such small molecules, so that
we were able to decrease the simulation effort while re-
ducing (or at worst, not increasing) the numerical error
in the estimate of the ground state energy.

Previously, in Ref. 1, it was suggested to coalescing
based solely on the magnitude of the term. Terms with
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a larger coefficient would be executed more frequently
than those with smaller coefficient. We chose several dif-
ferent cutoffs E1, E2, E4, ...., EK , and assigned all terms
Hα with coefficient greater than or equal to E1 to have
nα = 1, while all terms Hα with coefficient smaller than
E1 but greater than or equal to E2 had n2 = 2, and
so on. Unfortunately, despite extensive numerical explo-
ration, we were unable to get this scheme to yield any
significant improvement.

In this paper we propose an alternate scheme to choose
the nα. Heuristically, since the scheme gives the cor-
rect energy shift to first order, it is important to get the
second-order response to a term correct. We estimate this
effect as follows. Consider a term Hα = hpqrsc

†
pc
†
qcrcs.

We define the importance of the term by a quantity Iα
defined as

Iα =
|hpqrs|2
∆p,q,r,s

(27)

where ∆ is an estimate of the energy denominator. We
define ∆ as follows. This is similar to ideas in Section 5
of Ref.2. Assume we are working in a Hartree-Fock basis
with diagonal terms

∑

p

tppc
†
pcp +

1

2

∑

p,q

Vpqqpc
†
pcpc

†
qcq. (28)

We let ωp = tpp +
∑
q∈occ. Vpqqp, where the sum is over

occupied orbitals q. We then let

∆p,q,r,s =
∣∣∣ωp + ωq − ωr − ωs

∣∣∣. (29)

This expression describes the second-order response in
ground state energy with respect to this perturbation
about a Hartree-Fock state.

Our general strategy is to use Iα instead of hpqrs.
Thus, even if hpqrs is small, we still regard terms as im-
portant if they have a small ∆p,q,r,s, so that terms with
a larger Iα are assigned a smaller nα.

One might worry that this approach will not work well
if the molecule is far from a Hartree-Fock solution. How-
ever, in strongly interacting Fermi systems, the most
important deviations from free fermion behavior arise
for states near the Fermi energy. States sufficiently far
above the Fermi energy have occupancy close to zero and
those far below the Fermi energy have occupancy close
to one, while those near the Fermi energy may have an
occupancy far from zero or one in an interacting system.
However, since this scheme ascribes a large importance
to terms involving transitions with all orbitals close to
the Fermi energy, we hope that it will continue to work
well, although no hard evidence is present.

One important feature of this scheme, as explained be-
low in the section on numerical results, is that we obtain
a splitting of the histograms of Iα values. There are few
terms with large Iα (which get nα = 1) and many terms
with small Iα (which get larger values of nα), with only
few terms of intermediate importance. For these terms

of intermediate importance, we have found it useful to
define an additional heuristic rule. While this rule helps,
it is not necessary as we have found that fewer terms fall
into the intermediate region as molecules grow larger.
This heuristic rule is explaind in the next subsection.

B. Numerical Results

We now consider several small molecules, and explain
specific choices of the cutoffs that lead to improvements
using this scheme.

For reasons of the quantum circuits chosen, we make
one slight modification to the scheme above. For us
a term in the Hamiltonian is not simply the term
c†pc
†
qcrcs+ h.c. but also includes all other terms involving

four fermion operators on spin orbitals p, q, r, s such as
cpc
†
qc
†
rcs. The reason for this is that some of the same

circuits are used to execute both terms. Hence, we in-
stead choose ∆p,q,r,s to be the minimum value of ∆ over
all such possible assignments of two creation and two an-
nihilation operators to p, q, r, s.

Ref. 23 shows that all of the terms for a specific set
of p, q, r, s may be gathered together to form a single
circuit (greatly reducing the overall simulation depth).
This leads to a re-write of the original hpqrs values as a
set of four strengths convering the eight basis directions
(xxxx+yyyy, xxyy+yyxx, yxyx+xyxy, yxxy+xyyx).
We take the maximum magnitude of these four as repre-
sentitive of the effect of the combined terms.

For those terms of intermediate importance, we use
the following heuristic rule: a term is chosen to be more
important and have nα = 1 if it does not annihilates
the Hartree-Fock ground state, while it is give a larger
value of nα if it does annihilate the Hartree-Fock ground
state. Whether or not a term annihilate the Hartree-Fock
ground state can be determined fairly simply. For exam-
ple, if a term c†pc

†
qcrcs has p, s corresponding to spin up

and q, r corresponding to spin down, then it annihilates
the Hartree-Fock ground state unless r, s are occupied
and p, q are unoccupied. In fact, since we always en-
sure that terms are Hermitian and since several different
four fermion operators involving spin orbitals p, q, r, s are
combined into a single term in the Hamiltonian, such a
term will also be retained if one out of p, q is occupied in
the Hartree-Fock state and the other is unoccupied and
also one out of r, s is occupid and the other is unoccu-
pied. Similarly, all four spins are up or all four are down,
the term is retained if exactly two of the p, q, r, s are oc-
cupied in the Hartree-Fock state and the other two are
unoccupied.

The final set of rules chosen after some numerical ex-
perimentation were: we imposed an upper cutoff CU and
a lower cutoff CL. For any term with importance Iα
larger than CU , we set nα = 1. For terms with im-
portance in the interval [CL, CU ], we set nα = 1 or
nα = 16 depending on the heuristic in the above para-
graph. Terms with importance smaller than CL were
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FIG. 5. Importance Distribution (h2
pqrs/ω) for Hydrogen

Chloride. Regions are: (A) terms that must be done every
step (δt), (B) the “front porch” where terms are executed on
every step or every 16 steps (based on occupancy), (C) less
significant terms (25% of the remaining) that can be done
every 16 steps, (D) 1/2 of the remaining terms that can be
done every 32 steps and (E) all the remaining terms that can
be done once every 64 steps.

always chosen to have nα ≥ 1. Of these terms, we took
the 25% with the largest importance and set those to
nα = 16; of the remaining 75% of the terms, half (or
37.5%) were given nα = 32 and the remainder were given
nα = 64.

This gives a choice of only 4 possible values of nα:
1, 16, 32, 64. A more sophisticated rule with more possi-
ble choice might lead to even more speedup. Our initial
studies considered first only two possible values, 1, 16,
then later studies considered 3 values, 1, 16, 32; in both
those cases, the speedup was not as large but still some
speedup could be obtained. The effect of these rules is
shown in Fig. 5 for the molecule HCl.

Our goal is to find a choice of CU and CL that will
reduce the time effort without costing additional accu-
racy. Inevitably, the choice of nα > 1 for some will re-
duce the accuracy compared to a choice for nα = 1 for
all terms, assuming both simulations are run with the
same δt. Thus, what we did was to first run a simulation
without any coalescing at a fixed value of ∆t. Then, we
ran a simulation using coalescing, with the above choice
of nα, with δt = ∆t/2. This permits a more accurate
treatement of the terms with highest importance since
they use a shorter timestep. We ran these simulations
with ∆t sufficiently small that the simulations were in
the regime that TS error was proportional to ∆2

t ; once
we are in this regime, the relative accuracy of the two
simulations (the one with and the one without coalesc-
ing) remains unchanged as ∆t decreases to this order in
∆t.

We found a set of rules for CU and CL that meant
that in every molecule we tried, the error did not in-
crease using coalescing, and in many cases it decreased.
We chose log(CU ) equal to the average value of the log
of Iα plus three times the standard deviation of the
log of Iα, and we chose log(CL) equal to the average
value of the log of Iα plus 1.2 times the standard devi-
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FIG. 6. Amount of work for various molecules using the cur-
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dotted lines are asymptotes for doing all terms at an interval
of 16 steps (top) and 32 steps (bottom). The current ap-
proach (shown in the previous figure) is close to the middle
asymptote for a 50/50 mixture of the two limits.

ation. Specific molecules simulated using LIQUi|〉 were
HF,H2O,NH3, NCl, F2, and H2S.

The result for the work required is shown in Fig. 6. By
hand-tuning the choice of CU , CL for specific molecules it
is possible to further reduce the work without increasing
the error. However, this is clearly an unrealistic test:
since our goal is to develop rules that will be useful to
reduce work on a real quantum computer, there is no
way to know in advance what the most optimal values
are. However, this general rule works well for all these
molecules and is close to optimal.

We cannot simulate larger molecules, but assuming
that the scheme does continue to work, we can investigate
what speedups would be achieved. The first important
point is that while the mean of log(Iα) is observed to
decrease with increasing N , no clear trend was observed
for the standard deviation. Instead, the standard devi-
ation was observed to vary between roughly 2 − 3 on a
log-base 10 scale with no clear trend, considering larger
molecules up to Fe2S2 in a basis with 168 spin-ortbitals.
After normalizing log(Iα) by subtracting the mean value
for the given molecule and dividing by the standard de-
viation (so that we use (log(Iα) − log(Iα))/var(log(Iα))
as the horizontal axis), the results are as shown in Fig. 7.
One observes a range of importance (appearing as a flat
spot in the curve, which we term the “front porch” in
the figures) into which few terms fall. This range is ob-
served to move to larger importance relative to the mean
as the molecue size increases. The rules for CU , CL above
were chosen such that for the smaller molecules, the in-
terval [CL, CU ] is roughly the region of this front porch.
Since the width of the front porch decreases, relatively
fewer terms fall into this region. Further, as molecule size
increases, one observes that the importance (relative to
the mean) of the most importand terms grows larger (see
Fe2S2 for example, which extends furthest to the right
on the curve). Since then these large molecules have a
few terms with very high importance, this suggests that
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FIG. 7. Results for several molecules of different sizes. Note
that the “front porch” disappears as N increases and may
thus be ignored as we scale (terms are either coalesced or not,
there is no need for occupancy calculations). Further, the
most important terms become more important relative to the
mean (and hence the typical terms are less important relative
to the most important ones) as N increases.

for these molecules it will be possible to coalesce almost
all terms except these few high importance terms lead-
ing to potentially even larger gains in runtime for larger
molecules.

VII. DISCUSSION AND CONCLUSION

The Hamiltonian of a small molecule contains a num-
ber of terms scaling as N4 with the number of orbitals
N in the simulation, which represents a major bottle-
neck to quantum simulations. Previous analysis [1, 2]
predict a general complexity in gate count (which can
be parallelized saving a factor of N) scaling as N8-N9.
By numerically evaluating an upper bound on the simu-
lation error entailed by the TS approximation, we have
demonstrated that the scaling is in fact much more favor-
able for real-world molecules, in the N5.5-N6.5 range in
worst case. Evaluation of this bound on a greater num-
ber of molecules would be necessary to reach firm conclu-
sions; further, a better understanding would be needed
of whether the error terms should be added in absolute
value or whether they add with random signs.

Because the scaling analysis of [1] uses molecules drawn
from a random ensemble, our observations strongly in-
dicates that this ensemble fails to accurately reproduce
the statistical properties of real molecules. As a sim-
ple indication of this discrepancy, we find that the sum
of the magnitude of all the Hamiltonian coefficients∑
pqrs |hpqrs| scales like N2 for real molecules, while the

random ensemble yields N4 by design.
We have explored the consequences of breaking up the

Hamiltonian into a different sum of terms to implement
the TS decomposition. With artificial molecules and a
few real molecules, we have seen that this alternative
decomposition can offer significant savings. Thus, we

believe that exploring the different ways in which this
decomposition can be realized is a good approach to ob-
tain further improvements. This decomposition is usually
guided by our ability to simulate sparse Hamiltonians
[7]. It is noteworthy that in the decomposition we use,
each term G2

α is no sparser than the full Hamiltonian H.
This illustrates that other criteria should be envisioned
to guide this decomposition.

We have also developed the coalescing technique, show-
ing large gains for small molecules. It seems likely based
on our numerical data that even more aggressive coalesc-
ing will be possible on larger molecules, leading to fur-
ther gains. We have separately explored the possibility
of combining coalescing with the sum of squares decom-
position of the Hamiltonian, but have not found any im-
provement this way. Combining the coalescing technique
with the improved scaling here suggests that simulation
of large molecules with the order of a hundreds of spin
orbitals will be much more practical than indicated in
[1].

Lastly, our study, as well as previous ones [1, 2, 11–13],
have focused on low-order TS decompositions. While
schemes based on random walks [9] or techniques from
simulating continuous query algorithms [10] promise
lower query complexity than TS based simulations for
general purpose quantum simulations, their reliance on a
quantum oracle makes a comparison of their time com-
plexity to that of TS algorithms for quantum chemistry
challenging. Their concrete realization would therefore
require a circuit which, given inputs (i, j), returns the
matrix element 〈i|H|j〉. Since an arbitrary Hamiltonian
may contain ∼ N4 non-zero terms, such a circuit would
at best require ∼ N4 gates, yielding an overall complex-
ity greater than what we have observed here. This can
be parallelized using, for example, a QRAM[24], but at
the cost of an enormous space overhead. Despite these
difficulties in implementing the oracles, it remains possi-
ble that these simulation techniques could be competitive
because they may perform better than what their upper
bounds suggest.
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Appendix A: Estimate for Norm of Random
Hamiltonian

We now briefly discuss the extent to which we can
prove ‖H>α‖ ≤ O(N2). Of course, physically we ex-
pect such a bound to hold, especially since the electron-
electron interaction has norm O(N2). However, it is in-
teresting to consider the extent to which we can show it
for a random ensemble.

Proving this bound O(N2) might be difficult but it
is possible using a version of the trace method to prove
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the weaker bound ‖H>α‖ ≤ O(N5/2) using a version
of the trace method. Consider the average (over ran-
dom choices of the Hamiltonian) of tr(Hn

>α) for a con-
stant n chosen later. Expanding the trace as a sum∑
α1>α

...
∑
αn>α

tr(Hα1
...Hαn), the only terms that do

not vanish on average are where the sequence α1, ..., αn
repeats each α an even number of times. Hence, of the
at most mn terms in the sum, only at most (mn)n/2

are non-vanishing. Let us use an overline to denote the
average over Hamiltonians. Thus tr(Hn

>α) is bounded

by 2N · (const. ×mn)n/2 and
(

tr(Hn
>α)

)1/n

≤ const. ×
2N/n(mn)1/2. We will choose n = 2N ln(2) so that

(
tr(Hn

>α)
)1/n

≤ O(N5/2) and so ‖H>α‖ ≤ O(N5/2).

Further, using similar estimates, one can show that with
high probability ‖H>α‖ = O(N5/2); to see this, by
Markov’s inequality, the probability that ‖H>α‖ is, for

example, twice as big as
(

tr(Hn
>α)

)1/n

is at most 2−n.

Even using this weaker bound ‖H>α‖ ≤ O(N5/2) we
still find the bound

∑
α ‖[[H>α, Hα], H>α]]‖ ≤ O(N9)

which still improves on the triangle inequality estimate
O(N10).
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