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Scene of interest

To efficiently encode data-intensive multi-view imaging content, con-

ventional hybrid predictive coding methodologies choose to address
the compression by exploiting temporal and inter-viewpoint redun-
dancy. However, their key yet time-consuming component, motion
estimation (ME), is usually not efficient in inter-viewpoint prediction
because inter-viewpoint motion is quite different from temporal mo-
tion. In essence, inter-viewpoint correlation is subject to epipolar ge-
ometry, which provides constraints for multi-view image sequences.
A fast inter-viewpoint ME technique is hence proposed in this paper

to accelerate the encoding by employing epipolar geometry. The-
oretical analysis and experimental results prove that the proposed
ME algorithm can greatly reduce search region and effectively track
large and irregular motion that is typical for convergent multi-view
camera setups. As a result, compared with fast full search at large
search size adopted in H.264, our proposed ME algorithm can obtain
a similar coding efficiency while achieving a speedup ratio of 2.9.

Index Terms- Multi-view video, multi-view image, source cod-
ing, motion estimation, epipolar geometry, H.264/AVC

1. INTRODUCTION

Multi-view video or free viewpoint video is an exciting application,
because it enables users to interactively watch a static or dynamic
scene from different viewing angles. As a brand new application,
it has received increasing recent attention. Generally, to provide
a smooth multi-perspective viewing experience, content producers
need to capture a distinct scene with ideal quality from multiple
camera positions, such as the convergent multi-view camera setup in
Fig. 1, where the cameras are posed inward to capture the scene from
different angles. Usually, the simultaneous multiple video streams
from multi-view cameras are referred to as multi-view video. A
multi-view video sequence can be naturally regarded as a temporal
sequence of special visual effect snapshots, captured from different
viewpoints at multiple times. Such a special snapshot is comprised
of all the still images taken by multiple cameras at one certain time
instance, so it is essentially a multi-view image sequence or afrozen
moment sequence as named in [1].

Though multi-view image/video is capable of providing the ex-

citing viewing experience, it is achieved at the expense of large stor-
age and transmission bandwidth. To overcome these problems, a

specially designed multi-view image/video encoder becomes an in-
dispensable necessity. For the same reason, multi-view video coding
is identified by MPEG 3D audio and video (3DAV) ad hoc group

* The work presented in this paper was carried out at Microsoft Research
Asia, Beijing, China.
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Fig. 1. A convergent multi-view camera setup.

as one of the most challenging issues associated with such new ap-
plications as free viewpoint video [2], [3]. In this paper, we center
our study on effectively coding multi-view captured content. More
specifically, we are especially interested in coding the multi-view
image and video captured by convergent multi-view setups as shown
in Fig. 1, because such a setup usually finds a wide application
in movies, advertising, educational video (such as surgical instruc-
tions), sports games, and event broadcasting. Meanwhile, the multi-
view content captured from convergent viewpoints is more difficult
for a multi-view image or video encoder than that captured from a

parallel multi-view camera setup, which can be regarded as a sim-
plified form of the convergent setup once the angular difference be-
tween adjacent camera's viewing directions is decreased to zero.

While multi-view video coding is still an active ongoing ac-

tivity in the MPEG 3DAV ad hoc group, several competitive and
promising coding techniques based on the H.264/AVC framework
[4] have already been proposed. The investigation in [5] provides
clear evidence that there are technologies that significantly outper-
form today's available reference method (AVC simulcast). In ad-
dition to exploiting temporal redundancy to achieve coding gains,
inter-viewpoint redundancy is also exploited in the schemes [5] by
performing inter-viewpoint prediction across different views.

Although inter-viewpoint prediction can greatly improve the cod-
ing performance of a multi-view image or video encoder, it also sig-
nificantly increases computational costs. The reason is that inter-
viewpoint redundancy has to be exploited by conducting spatial ME
across different views, while ME is usually the most time-consuming
component in a conventional video encoder, especially when vari-
able block-size ME is performed. For example, it has been found
that variable block-size ME consumes heavy computation time of
a H.264 encoder. More specifically, multi-prediction modes, multi-
reference frames and higher motion vector resolution adopted in ME

1-4244-0481-9/06/$20.00 C2006 IEEE

ABSTRACT

I
I

: I.

I
I

z

1089 ICIP 2006



of H.264 can consume 60% (1 reference frame) to 80% (5 reference
frames) of total encoding time of the H.264 codec [6].

Obviously, an effective inter-viewpoint ME technique is highly
desirable for most recently developed multi-view image or video
encoders with hybrid temporal-viewpoint prediction structures [5].
Considering that epipolar geometry is a powerful and obtainable ge-
ometry constraint for multi-view images, we therefore propose an
effective ME scheme to accelerate the inter-viewpoint prediction and
coding based on knowledge of epipolar geometry. Concentrated on
speeding integer pixel motion search, the proposed ME technique
comprises a new starting search point prediction method and a mo-
tion refinement region reduction scheme. Independent of compli-
cated vision algorithms and fully compatible to H.264/AVC syntax,
the proposed technique promises real application. To the best of our
knowledge, this is the first attempt at explicitly employing solid ge-
ometry constraints in advanced video coding standard.

Section 2 reviews the basic principles of epipolar geometry, and
provides our proposal's foundation. Section 3 presents the proposed
epipolar geometry assisted ME technique from a theoretical perspec-
tive, while the optimal parameter setting is derived from experiments
on high-quality multi-view image sequences. More simulation re-
sults are reported in Section 4. We conclude our work and give future
directions in Section 5.
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Fig. 2. Epipolar geometry.
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2. BRIEF REVIEW OF EPIPOLAR GEOMETRY
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Epipolar geometry, as a specific example of multi-view geometry,
is the only available geometry constraint between a stereo pair of
images of a single scene [7]. It has been extensively studied in com-
puter vision. Because epipolar geometry plays a fundamental role
in our proposed ME technique, we briefly review its basis before
presenting our proposed methods.

Let us consider a stereo imaging setup as shown in Fig. 2, where
C1 and C2 are the optical centers of the first and the second cameras,
and the plane 11 and 12 are the first and the second image planes.
Given a point P in a 3D space, let us denote its projection on the
second image plane as P2. According to epipolar geometry, its cor-
responding point pi in the first image is constrained to lie on line 11.
This line is called the epipolar line of P2. The epipolar constraint
can be formulated as

pTFp2 Pill , (1)

where p1 and p2 are the homogeneous coordinates of p1 and p2, and
F is called the fundamental matrix (FM). It is a 3 x 3 matrix, de-
termined by the intrinsic matrix and the relative position of the two
cameras. Therefore, from Eqn. (1), it is clear that once F is available,
the equation of epipolar line 11 can be computed to significantly re-
duce the search space of correspondence by following the obtained
epipolar constraint. Actually there are many ways to determine FM.
A good review of existing techniques for estimating FM is presented
in [8]. If camera geometry is calibrated, the general case when both
intrinsic and extrinsic camera parameters are known, FM can be eas-
ily calculated from camera projective matrices. In this paper, we
concentrate singularly on multi-view image/video compression by
assuming that reliable FM is already computed for current multi-
view camera setup during a preprocessing phase.

3. PROPOSED EPIPOLAR GEOMETRY ASSISTED
MOTION ESTIMATION TECHNIQUE

Different from traditional ME algorithms, which are used to tempo-
rally perform prediction, our epipolar geometry assisted ME tech-

Fig. 3. The proposed search center in Viewi.

nique is proposed to effectively deal with spatial prediction or inter-
viewpoint prediction. Such a difference in the application scenar-
ios actually accounts for quite different ME design principles from
the traditional temporal ones. In general, temporal motion cannot
be characterized in an adequate way, especially when there is sud-
den motion or a scene change, because the object motion or cam-
era movement involved is not absolutely predictable. On the con-
trary, for a multi-view image sequence, inter-viewpoint correlation is
mainly determined by the geometry relationship between the scene
and multiple camera setups, so the spatial motion or essentially the
disparity vector relating two adjacent views is subject to the epipo-
lar constraint. This makes inter-viewpoint motion search effective
in a predictable and reduced search space, because inter-viewpoint
motion by its nature is more structured than temporal one. In fact,
to track the large and irregular (depth-dependent) motion typical for
convergent multi-view camera setup, traditional full-search ME and
most fast-ME algorithms, such as four-step search (FSS) [9] and pre-
dictive algorithm (PA) [10], have to greatly amplify the motion re-
finement grid to prevent the search points from dropping into a local
minimum in the earlier search stages. Our experiments show that in
some situations, a refinement grid size of +16 x +8 is still insuffi-
cient to approach a good quality and complexity tradeoff.

Exploiting the special property of epipolar geometry associated
with multi-view captured images, we propose an effective ME al-
gorithm that can track the real motion even with a largely reduced
motion refinement area, so the coding efficiency is guaranteed while
the ME complexity can be reduced. Our proposed ME technique
consists of a new starting search point prediction method and a mo-
tion refinement region reduction scheme.

The proposed motion starting search point is based on the hy-
pothesis that widely-used median motion vector (MV) predictor is
vertically away from the epipolar line. This results in an implicit as-
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sumption that horizontal component of median predicted MV (pred
mv x) is of high prediction confidence, so we only need to rectify the
vertical component of median predicted MV (pred mv y) to make
the proposed search center lie on the epipolar line, as shown in Fig. 3.
In fact, it makes sense to assume that pred mvyx is reliable enough
since horizontal motion is much more intensive than vertical motion
for most typical multi-view camera setups, where epipolar lines pri-
marily have a slope angle much less than 45 degree, and horizontal
motion can thus be more reliably predicted with little influence from
the unstable factors. It is shown in our experiments that the corre-
lation coefficient between horizontal components of the best MVs
obtained from our proposed ME and that from fast full search (FFS)
adopted in H.264 reference software [11], can still be larger than
0.70, even when the motion search region shrinks along its vertical
dimension significantly in our proposed ME schemes.

In addition, since it is well-known in correspondence problem
that a larger matching window is desirable to achieve reliable match-
ing, we thus apply epipolar constraint only to motion search at a
block-size of 16 x 16. Namely, for mode 1 in H.264, the prediction
outliers from small matching windows can be kept away from de-
stroying the smooth motion field, and also the computation increase
is kept marginal (ME overhead lower than 1%), for epipolar con-
straint is solely performed at macroblock (MB) level.

We describe the starting search point computation as noted in
Fig. 3. We consider two neighboring views, Viewi and Viewi+,
and denote the input FM relating them be F. Given the coordinates
of the centroid of current MB (src_centroid_x(y)) to be predicted in
Viewi+,, the corresponding epipolar line equation (aX + bY + c =
0) in Viewi can be computed by multiplying F by the homogeneous
centroid coordinates using Eqn. (1). We propose this centroid-based
epipolar line calculation in that the resulting epipolar line computed
from the centroid rather than the top-left corner of the MB, can more
precisely reflect the average epipolar constraint for a group of pix-
els. After calculating the epipolar line equation, the proposed start-
ing search point and the rectified vertical component of starting MV
(new pred mv y) for current MB can be derived from median pre-
dicted search point (pred centroid-x(y)) as follows,

pred-centroid-x = src-centroid-x + pred-mv-x
new pred centroid y = (a x pred centroid-x + c)/-b (2)
new-pred-mv y = new-pred-centroidy -src-centroid-y.

Considering that in usual situations most epipolar lines have fairly
small slope angles, we devise two reduced motion search spaces
centered on the epipolar geometry rectified start search point (il-
lustrated in Fig. 4). The first proposed search space is a rectangle
area with the horizontal search range (HSR) larger than the vertical
search range (VSR), and the other one is a parallelogram aligned to
epipolar line with the same parameters. The motion search is per-
formed in a center-biased order, e.g., from 0 to e when VSR is 2,
as shown in Fig. 4. To guarantee this center-biased MV selection,
when a few candidates give the same rate-distortion (R-D) cost, we
also measure their Euclidean distances to the center and then select
and record the one with the shortest distance. When traversing the
parallelogram search space, an incremental computation of y coordi-
nate is adopted instead of deriving current y directly from Eqn. (2),
i.e., the immediate previous y coordinate is recorded, so we only
need one floating-point addition of the constant -a/b to get current
y coordinate.

Fig. 5 shows the typical percentage increase of the R-D opti-
mized cost in H.264 and the SAD (sum of absolute differences) ver-
sus the VSR value for our proposed ME algorithm in comparison to
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Fig. 4. Two proposed search spaces with search order.
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Fig. 5. Average matching cost increment % versus VSR.

FFS (with a search range +16 x +16), and the best trade-off be-
tween computational saving and performance loss can be identified.
For example, VSR = 4 can be chosen to reduce the complexity while
achieving a decent coding performance.

As an effective and generally applicable ME technique, the pro-
posed scheme can work well with full search and fast ME algorithms
for multi-view image/video coding to achieve a good tradeoff be-
tween quality and complexity. As a specific example, the proposed
technique is applied to FFS to produce two fast variants with differ-
ent search spaces (Fig. 4). We choose to abbreviate the first variant in
rectangle search shape to RFFS, and the parallelogram one to PFFS.

In our future work, we plan to derive thresholds to adaptively
switch among different VSR values, which will depend on the pre-
cision of FM, image resolution, camera setup, noise intensity and
other factors.

4. EXPERIMENTAL RESULTS

Our experiments are based on the latest JM version 10.1 of H.264
reference software [11]. Baseline profile is used to configure the
encoder. We set the number of reference frames to 1. All frames ex-
cept for the first one are encoded as P-frames. R-D optimization and
CAVLC entropy encoding are enabled. For our proposed fast ME al-
gorithms, the HSR is set to 16, while VSR is reduced to 4. We adopt
the recent Breakdancer and Ballet multi-view video sequences from
Microsoft Research (MSR) in our experiments, which are captured
in high-quality (1024 x 768) by arranging eight cameras on an arc
that were adjusted with precise camera parameters [12]. All of the
experiments were carried out on a computer with a Intel Pentium 4
processor.

We encode the first multi-view images of Breakdancer and the
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second ones of Ballet with different QP values to compare the R-
D performance and average integer pixel ME speed of FFS (with a
search range ±16x ± 16), hybrid unsymmetrical-cross multihexagon-
grid search (UMHexagonS) [6], as a fast ME algorithm adopted in
H.264, and the proposed RFSS (VSR=4) and PFSS (VSR=4). Table
1 and 2 summarize the results for Breakdancer and Ballet, where
for the convenience of comparison, APSNR, ABitrate, and ASpeed
represent the average PSNR gains (dB), the average bitrate increase
rate (%), and the average integer pixel ME speed-up ratio, when they
are compared respectively with the absolute performance of FFS in
the third column. For both sequences, the proposed RFSS (VSR=4)
and PFSS (VSR=4), only cause a negligible PSNR degradation of
0.02 dB on average, but can achieve a speedup factor of about 2.9 in
comparison to FFS in the entire range of bitrate.

We have also modified UMHexagonS by integrating our pro-
posed epipolar-geometry rectified search center and reducing VSR
to 4. Compared with FFS again, the modified UMHexagonS can
achieve an average integer pixel ME speedup by a factor of 3.79 at
a PSNR loss of 0.04 dB for Breakdancer, and a factor of 3.48 at a
PSNR loss of 0.02 dB for Ballet.

Table 1. R-D performance and average integer pixel ME speed com-
parison for Breakdancer.
QP Perfor- FFS UMHe- RFSS PFSS

mance xagonS (VSR=4) (VSR=4)
APSNR 39.59 0.00 0.01 0.01

24 ABitrate 6,942.96 0.70% 2.26% 2.24%
ASpeed 1.00 2.23 2.75 2.82
APSNR 38.24 -0.01 -0.01 -0.01

28 ABitrate 2,915.14 -0.47% 2.21% 1.86%
ASpeed 1.00 2.58 2.79 3.00
APSNR 37.10 -0.03 -0.03 -0.03

32 ABitrate 1,459.03 1.88% 2.90% 3.97%
ASpeed 1.00 3.02 2.84 3.12
APSNR 35.84 -0.06 -0.05 -0.05

36 ABitrate 887.21 -0.40% 1.67% 1.30%
ASpeed 1.00 3.58 3.04 2.76
APSNR 0.00 -0.03 -0.02 -0.02

Avg. ABitrate 0.00% 0.43% 2.26% 2.34%
_ASpeed 1.00 2.85 2.86 2.93

5. CONCLUSIONS AND FUTURE WORKS

An effective ME technique based on epipolar constraint is proposed
for speedy multi-view image and video coding. By employing epipo-
lar constraints, we can greatly reduce the search range to acceler-
ate the encoding process. This technique can work with almost any
ME algorithms, and the encoded bitstream is fully compatible with
H.264 syntax.

Future directions may include adaptively choosing VSR to achi-
eve a smart complexity-scalable encoder and investigating the im-
pact of FM's precision on MV prediction. Implementing floating-
point based epipolar line calculation with integer arithmetic may fur-
ther improve run-time performances.
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