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ABSTRACT

In this paper, we study one important source of the mis-
match between user data and relevance judgments, those
due to the high degree of effort required by users to identify
and consume the information in a document. Information
retrieval relevance judges are trained to search for evidence
of relevance when assessing documents. For complex doc-
uments, this can lead to judges’ spending substantial time
considering each document. However, in practice, search
users are often much more impatient: if they do not see
evidence of relevance quickly, they tend to give up.

Relevance judgments sit at the core of test collection con-
struction, and are assumed to model the utility of docu-
ments to real users. However, comparisons of judgments
with signals of relevance obtained from real users, such as
click counts and dwell time, have demonstrated a systematic
mismatch.

Our results demonstrate that the amount of effort required
to find the relevant information in a document plays an im-
portant role in the wtility of that document to a real user.
This effort is ignored in the way relevance judgments are
currently obtained, despite the expectation that judges in-
form us about real users. We propose that if the goal is to
evaluate the likelihood of utility to the user, effort as well as
relevance should be taken into consideration, and possibly
characterized independently, when judgments are obtained.

Categories and Subject Descriptors

H.3.3 [Information Search and Retrieval]: Retrieval
models
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1. INTRODUCTION

There are two broad approaches to information retrieval
effectiveness evaluation: the collection-based approach, and
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the user-based approach. The collection-based approach
measures the effectiveness of retrieval systems using test col-
lections comprising canned information needs and static rel-
evance judgments. These are used to compute evaluation
measures such as precision and recall, mean average preci-
sion, and many others. On the other hand, the user-based
approach involves actual users being observed and measured
in terms of their interactions with a retrieval system.

Each of these approaches have strengths and weaknesses.
Collection-based evaluations are fast, repeatable, and rela-
tively inexpensive as the data collected can be reused many
times. However, collection-based evaluations make many
simplifying assumptions about real user information needs,
what constitutes relevance, and many other aspects of re-
trieval (e.g. how summaries are presented to users, etc.). In
contrast, user-based approaches can take into account end-
to-end user satisfaction. However, they tend to be expensive
to perform due to the need to obtain users for every system.
They are also difficult to analyze due to the need to control
for variance across tasks, population and time. Therefore,
collection-based evaluation is commonly used in evaluating
the quality of retrieval systems, especially when reusability
is a prime concern for enabling rapid experimental iteration
among a number of alternatives.

Ideally, the outcome of collection-based evaluation should
be predictive of the satisfaction of real users of a search sys-
tem. Yet research has shown that these two forms of evalu-
ation often do not completely agree with each other [22, 37],
or agree with each other only when there is a significant gap
in terms of the quality of the systems compared [2, 1]. One
of the main reasons behind this mismatch are the simplifying
assumptions made in collection-based evaluation about rele-
vance and how users behave when they use a search system.
Therefore, there is increasing interest in better modeling
user needs and user interaction with an engine in collection-
based effectiveness evaluations [11, 10, 9, 36].

We claim that a key source for disagreement between
collection-based evaluation and user-based online experiments
is due to the disagreements between what judges consider as
relevant versus the wtility of a document with respect to an
actual user. The main goal of our work is to identify the
reasons behind these disagreements. To address this goal,
we rely on implicit feedback (such as dwell time informa-
tion) provided by users of a retrieval system. We compare
indicators of utility inferred from implicit feedback to judg-
ments obtained from relevance judges, and identify sources
of disagreement.



We further focus on the reasons of mismatch between rel-
evance judgments and implicit signals obtained from the
clicked documents (e.g. dwell time) and show that one of the
main reasons for such mismatch is due to the effort needed to
find and consume relevant information in a document. Rel-
evance judges are explicitly asked to identify the relevance
of documents they assess. Therefore, they must evaluate
each document thoroughly before marking it as relevant or
non-relevant. In performing these judgments, judges often
spend a significant amount of effort on documents that may
not have significant relevant content or that may be hard
to read. On the other hand, users simply wish to fulfill an
information need, and are often much less patient when de-
termining if a particular document is relevant. If they do not
see evidence of sufficient relevance quickly or if they think
relevant information is difficult to consume, they tend to
give up and move on to another document.

Therefore, even if a document is relevant to a query, it
provides only minimal utility to an actual user if finding
and understanding the relevant portions of the document is
difficult. Based on this observation, we propose that the
judgment process be modified to incorporate how real users
interact with documents. This could be done by either ex-
plicitly asking the judges to provide information regarding
the effort to find relevant information in a document as well
as document relevance, or by logging the amount of time
it takes a judge to assess the relevance of a document, and
using this information in evaluation.

Overall, our findings suggest that effort plays an impor-
tant role in user satisfaction and that further thought should
be given to the concept of relevance versus utility. Our re-

sults also show that features related to the effort to find/consume

relevant information (e.g., readability level of the document,
etc.) could be used as ranking features when retrieval sys-
tems are designed as they have a significant impact on the
utility of a document to an actual user.

In what follows, we start by describing related work in the
area. We then follow with a user model that considers the
different stages of how users interact with a search engine
and compare this with the behavior of judges. Through the
user model, we show how the wutility of a document with re-
spect to an actual user could be different than the relevance
of such document. We also show through a regression model
that features related to effort play a significant role in a rel-
evant document being considered as low utility by an actual
user. Therefore, we argue that if we would like to measure
the utility of a search system to an actual user, current judg-
ing mechanisms should be changed and the assessors should
be asked to provide judgments in terms of the effort required
to find relevant information together with the relevance of
the document. We further describe a post-processing heuris-
tic that can be used to infer the utility of a document with
respect to an actual user.

2. RELATED WORK

The concept of relevance sits at the core of information
retrieval. Hence, much research has been devoted to defin-
ing and understanding relevance. Saracevic [33, 32] pro-
vides a detailed overview on the definition of relevance and
the different approaches to define relevance. Our work sup-
ports a pragmatic view of relevance, which is also argued
by Saracevic as follows [32]: “It is fine for IR systems to
provide relevant information, but the true role is to pro-

vide information that has utility — information that helps
to directly resolve given problems, that directly bears on
given actions, and/or that directly fits into given concerns
and interests. Thus, it was argued that relevance is not a
proper measure for a true evaluation of IR systems. A true
measure should be utilitarian in nature”. Cooper [15] was
one of the first people who argued for utility instead of rel-
evance as a measure of retrieval effectiveness. He argued
that the purpose of retrieval systems should be to retrieve
documents that are useful and not solely relevant, and that
retrieval systems should be judged based on cost and ben-
efits [32]. In his later paper Saracevic [33] splits relevance
into two categories: relevance with respect to the system
and user-based relevance. He mentions that effort should be
considered when relevance with respect to a user is defined.
He further provides a definition of the theory of relevance
to an individual and incorporates effort into this definition.
Our work proposes and evaluates a specific way to do so.

Recent work has focused on modeling search based on Eco-
nomic Theory [3, 4] and showed how the search behaviour of
users will change as cost and performance change. Through
this model, the authors show how cost (or effort) is an im-
portant factor that affect user behaviour.

Smucker et al. [36] recently proposed Time Based Gain
(TBG) as a new evaluation metric that can incorporate the
effort it takes a user to reach a particular document into
evaluation. This work is a step forward in the direction of
considering effort spent by a user in collection-based eval-
uation of retrieval systems. However, TBG does not really
focus on the effort needed to find relevant information in a
particular document and the effect of this on the satifaction
of users from reading that document. TBG mainly assumes
that the discount functions used in the metrics should be a
function of time it takes a user to reach a particular docu-
ment (rather than the position of the document) and does
not question the definition of relevance or incorporate effort
into the concept of relevance. In work motivated by XML
and multimedia retrieval systems, de Vries et al. [16] present
a user model based around a “tolerance to irrelevance”. They
propose a model where users start reading from some doc-
ument entry point and continue until either satisfied with
relevant information and/or that relevant information “is
starting to appear”, or reach their time-based (or user effort-
based) irrelevance threshold. Upon reaching an irrelevance
threshold, the users proceed to the next system result. This
work shares similarities with ours in terms of an abstract
user model, but was motivated more by addressing the is-
sues of not having a predefined retrieval unit within video
and XML retrieval test collections, whereas ours seeks to
improve the relevance judgment collection process by cap-
turing true user behavior (akin to the “tolerance to irrele-
vance” concept) more successfully. Separate line of research
has focused on effort needed to judge the relevance of a doc-
ument. This work showed that relevant documents require
more effort to judge and that effort increases as document
size increases [38].

Most recent work on relevance has focused on 1) how to
measure the quality of relevance judgments obtained from
experts and how evaluation is affected by the quality of rel-
evance judgments, and 2) inferring relevance and evaluating
quality of retrieval systems using implicit user behavior. Be-
low we summarize the related work in these areas.



Measuring Relevance Judgment Quality

In the field of information retrieval, assessor agreement has
been one of the main criteria used in evaluating the qual-
ity of relevance judgments used to in a test collection. Re-
cently, Scholer et al. [34] studied disagreements between
judgments in test collections by identifying judged duplicate
documents. They found a high level of inconsistency among
judgments in a number of standard collections, and analyzed
when and why these occur. A significant amount of similar
work has been devoted to analyzing the reasons for disagree-
ments in relevance judgments and how these disagreements
may affect retrieval evaluation. Further reasons for disagree-
ment between different relevance assessors, such as the in-
structions given to judges or the different topics have also
been analyzed by Webber and colleagues [41, 42]. Also,
Chandar et al. [13] analyzed how features such as the read-
ing level of a document and document length affect asses-
sor disagreement and showed that reading level features are
negatively correlated with disagreement. They also showed
that shorter documents that are easier to understand pro-
voke higher disagreement and that there is a weak relation-
ship between document length and disagreement between
the judges. This body of work shows that even in highly
controlled judging scenarios, it is difficult for experts to re-
liably assess what constitutes relevance in documents.

Substantial work has also been devoted to analyzing er-
ror in judgments and their effect on evaluating the quality
of retrieval systems, as opposed to just focusing on the dis-
agreements in relevance judgments. In older work, Voorhees
et al. [39] showed that even though judges may disagree as
to what is considered as relevant, these disagreements do not
affect the relative ranking of information retrieval systems
in TREC. Conversely, Bailey et al. [5] found that degrees of
task-expertise and topic-expertise in judges could affect rel-
ative ranking of systems within the TREC Enterprise track
results. Carterette et al. [12] also showed that systematic
judgment errors can have a large effect on system rankings
especially when the test collections contain a large number
of queries with limited relevance judgments. Meanwhile,
Kazai et al. [24] focused on systematic judgment errors in
information retrieval and showed that systematic differences
in judgments are correlated with specific characteristics of
the queries and URLs.

Inferring Relevance from Usage

Using clickthrough data to infer the relevance of documents
in online information retrieval systems has also attracted a
lot of attention in the information retrieval community [23,
18, 17]. It has been found that clickthrough statistics are
often highly affected by issues such as presentation bias and
perceived relevance of the documents. The perceived rele-
vance of a document is mainly based on the summary (snip-
pet) of the document and can be different than the actual
relevance of the document; hence, users may end up clicking
on a document and find out that it is not relevant [17].

In order to overcome this problem, dwell time, the time
spent examining a document, has been proposed as an im-
plicit signal of relevance and dwell time is shown to be a good
indicator of user satisfaction [21, 19, 25, 8, 43, 14]. There
has been many different studies comparing dwell time with
relevance. Kelly et al. [26] gives an overview of different
research that has been done to analyse the correlations be-
tween dwell time and relevance [27]. The Curious Browser

experiments showed that when users spend very little time
on a page and go back to the results list, they are very
likely to be dissatisfied by the results, and that a dwell time
threshold of 20/30 seconds could be used to predict user sat-
isfaction [20]. Morita and Shinoda [30] examined the rela-
tionship of three variables on reading time: the length of the
document, the readability of the document and the number
of news items waiting to be read in the user’s news queue.
Very low correlations (not significant) were found between
the length of the article and reading time, the readability
of an article and reading time and the size of the user’s
news queue and reading time. Based on these results, the
authors examined several reading time thresholds for iden-
tifying interesting documents. When applied to their data
set, they found that the most effective threshold was 20 sec-
onds, resulting in 30% of interesting articles being identified
at 70% precision. Later, Buscher et al. [8] showed that using
documents with dwell time less than 30 seconds as negative
feedback resulted in better improvements in ranking perfor-
mance than any other dwell time thresholds. They further
showed that showing users only documents that have dwell
time greater than 30 seconds have resulted in the best aver-
age precision and NDCG scores. Over many years, a dwell
time value of 30 seconds has become the standard thresh-
old used to predict user satisfaction [35, 21, 8, 40, 21, 28|.
In general, a very low dwell time can be reliably used to
identify irrelevant documents. The converse of this is not
necessarily true: a user may spend a long time searching for
relevant information in a document and may fail to find the
needed information. Hence, long dwell does not necessarily
imply relevance [21]. Furthermore, the dwell time threshold
that can be used to predict relevance is shown to vary de-
pending on the task [28, 25]. Therefore, it is difficult to say
that a document with dwell time above a certain threshold
is relevant, whereas a document with a very low dwell time
is likely nonrelevant [21].

As implicit signals such as dwell time provide insight about
actual users, a substantial amount of work has also looked
at how judgment-based metrics can be improved using usage
behavior. Most of these focus on devising evaluation metrics
that combine document-based relevance judgments in a way
that better models user behavior [36, 11, 10, 9].

3. USER BEHAVIOR AND RELEVANCE

As our focus is on the difference between the relevance
judgments obtained from judges and the utility of a docu-
ment to a real user, our first step is to consider how users
assess documents. We now present a user model for how
actual users behave after they click on a document when
they use a search engine, given a real information need. We
compare this model to the model that is implicit in current
relevance assessment guidelines.

3.1 User Model

We propose a simple two-stage model of how real users
behave when considering a search result returned by an in-
formation retrieval system such as a web search engine:

e Stage 1: Initial Assessment
Upon clicking on a document (with an expectation of
finding relevant content), users make a rapid adjust-
ment to their expectation. They focus on questions
such as “Can I find value here?”, “How much time do



I need to spend to find the information I need in this
document?”, “Can I understand this document?” and
“Can I find what part of the document is relevant?”.

e Stage 2: FExtract Utility
Assuming the user expects that they can extract value
by identifying an answer to their question or informa-
tion need, the user is now willing to commit time to
read long-form content, view multimedia, or complete
a transaction.

After clicking on a document, a real user needs to go
through both stages to extract value. However, if a doc-
ument does not seem promising during the initial stage-one
assessment, the user may give up: The user has decided it is
not worth the risk and effort to continue, and this may be a
rational decision even if the document is relevant. A better
investment of effort could be to try another document, try
another query or give up entirely on the search. Trying for
another document may be a particularly good strategy if the
user expects that another relevant document exists that is
much simpler to consume.

On the other hand, relevance judges mainly go through
Stage 1: their goal is only to identify whether a document
is relevant. They do not need to then consume that infor-
mation fully. As accuracy in judgments is the key criteria in
assessing judgment quality, judges are more willing to invest
time to ensure that their answer to the Stage 1 assessment
is correct. Judges also sometimes spend substantial time
deciding the degree of relevance, for instance considering
guidelines to determine if a document should be marked as
relevant or highly relevant.

We conclude that for documents where judges take a long
time before making a relevance assessment, this assessment
itself is difficult. The judges spend all this time in the first
stage. Therefore, in this paper we take long judging time to
indicate a high-effort document. In contrast, we hypothesize
that when users spend a long time on a document, they are
either spending time consuming the content (stage 2) or this
is a case where even users are willing to spend a long time
on Stage 1.

To summarize, when the dwell time (time spent on a doc-
ument by actual users) and the judgment time spent on
a document are considered with respect to the above user
model, one of the following four cases must hold for the rea-
sons detailed below:

1. Low dwell time, low judgment time.

One possibility in this case is that the document is obvi-
ously non-relevant, and both users and judges reach this as-
sessment quickly. Alternatively, the document may be rele-
vant for the information need such that the second stage can
be completed quickly. For instance, a question-answering
information need may require users to simply read a single
sentence or number to extract utility.

2. High dwell time, low judgment time.

This scenario would occur when a document is clearly rel-
evant, and real users spend substantial time on the second
stage extracting utility from the document.

3. Low dwell time, high judgment time.
As judges take a long time, it is unlikely that the docu-
ment is obviously relevant or obviously non-relevant. This

suggests that users are abandoning the document in Stage 1
because it does not appear promising. The document could
appear non-relevant at first, or the relevant portion could be
difficult to find. The document might contain too many ad-
vertisements, unnecessary images or other obfuscating con-
tent, that make it difficult to consume or might make users
doubt the reliability of the content. Regardless of relevance,
a document that users tend to give up on is a low value
(utility) search result for those users. Hence the question of
relevance is moot.

4. High dwell time, high judgment time.

This is a document returned for a task where the user
has an important information need that can not be easily
answered, perhaps requiring some in-depth consideration of
the document’s content. Because it is important to them,
the user is willing to put in the time in Stage 1 to find the
answer. The document could be relevant or non-relevant.
If the document is non-relevant, it is a particularly harmful
document, because it is requiring high effort from users, and
does not pay off. However, a judge can correctly judge such
a document to be relevant, and such a document is of value
to users.

Next, we describe how we use this user model to infer the
utility of documents with respect to actual users and show
that of the four cases, most mismatches between relevance
versus utility of a document tend to occur on documents
under case 3, documents that the users do not spend much
time on but are labeled as relevant. We further show that
these mismatches are mainly caused by effort to find relevant
information.

4. EXPERIMENTAL SETUP

In order to compare relevance judgments obtained from
judges with the usefulness of the document to actual users,
we use three datasets. Each dataset is parameterized by
three aspects: (a) the source of queries that are judged, (b)
the types of judges performing the judgments, and (c) the
way in which dwell time data was collected.

As our first and second datasets we use data from Kazai
et al [24], which was used to analyze systematic judging er-
rors in information retrieval. This data consists of queries
from TREC Web Track Ad Hoc task in 2009 and 2010. It
was constructed by scraping the top 10 search results from
Google and Bing for the 100 queries from Web Track 2009
and 2010, resulting in a total of 1603 unique query-URL
pairs over the 100 topics. This method of re-sampling docu-
ments for the TREC topics was preferred in order to en-
sure up to date coverage of the topics and high overlap
with the query-document pairs that appear in the logs of
the commercial search engine, which we aim to use in our
analysis. These 1603 query-URL pairs were then judged
by highly trained judges (experts) that are employed by a
commercial search engine, as well as crowdsourced judges,
forming two different datasets, the ExpertJ-TrecQ and the
CrowdJ-TrecQ datasets. To be comparible with judgments
from TREC Web Track, each query-document pair in these
dataset are labelled on a five-point scale from bad to perfect
and the majority vote was used to identify the final label
for a document. More details on the judging setup can be
found at Kazai et al. [24].

Since our goal is to study utility of a document with re-
spect to an actual user versus a relevance assessor, we sim-



Table 1: Datasets used for analysis

Dataset Queries

Judges Clicks collected on

CrowdJ-TrecQ
ExpertJ-TrecQ
CrowdJ-NaturalQ

Manually constructed for TREC
Manually constructed for TREC
Sampled from actual query distribution Crowdsourced

Crowdsourced Natural search rankings
Trained experts Natural search rankings
Randomized rankings

plify the analysis by only considering relevance as a binary
notion, converting the graded relevance judgments into bi-
nary. In our analysis, all documents labelled as bad are
taken as non-relevant, and all others are taken as relevant
to the query. We have tried alterhative ways of obtaining
binary judgments from multi graded judgments (e.g. as-
suming grades 0 and 1 are non-relavant and the rest are
relevant, etc.). However, the conclusions of the paper were
not affected by how binary judgments were

Our third dataset (CrowdJ-NaturalQ ) consists of queries
sampled from the actual traffic of a commercial search en-
gine. We mined the anonymized query logs from a com-
mercial search engine for a seven-week period starting in
late 2012 and extracted queries and result clicks for further
analysis. To reduce variability from cultural and linguis-
tic variations in search behavior, we only included log en-
tries from searchers in the English-speaking United States
locale. We restrict our analysis to pairs of URLs shown in
the top two positions of the organic Web results, where for
the same query the URLs in the pair would exchange order-
ing to minimize the presentation bias, based on the FairPairs
algorithm [31].

In this dataset, each document was labelled as relevant or
non-relevant by five judges via crowdsourcing and the label
that gets the majority vote is assigned as the final relevance
label for the document.

We further restrict our analysis to those pairs for which
each ordering has a minimum of 30 impressions (since not
all impressions had clicks), and we then filter to pairs of
URLs where the clickthrough rate (CTR = number of clicks
/ impressions) for one ordering is significantly greater than it
is for the other ordering with p < 0.05. Finally, of the pairs
with significantly different CTR as just determined, we take
a stratified sample, which is stratified both along the query
frequency dimension and the CTR dimension to produce a
set of about 5,000 query-document-document tripes.

We use the same judging interface as the one used for
the CrowdJ-TrecQ judges, where each document is labelled
on a five point scale from bad to perfect by five judges via
crowdsourcing and the label that gets the majority vote is
assigned as the final relevance label for the document. The
properties of all three datasets are summarized in Table 1.

Measuring Dwell Time: To get the dwell time informa-
tion for the documents in our datasets, we use click logs of a
commercial search engine over a 3 month period starting in
September 2013. The dwell time information was collected
by observing all clicks on the search engine results during
this period. Note that dwell time information was not avail-
able for all the documents judged in the datasets as users
tend to click only on documents that they assume will be
relevant based on the document snippet. To make sure that
we have a reliable estimate for dwell time, we focus on doc-
uments that have been clicked at least 30 times during the
3 month period. When the documents for which we have
dwell time information are available are considered, we end
up with 4399 documents for the CrowdJ-NaturalQ dataset,

and 1538 documents for the ExpertJ-TrecQ and CrowdJ-
TrecQ datasets. For each document, we have dwell time
information from many different users and we use the me-
dian dwell time on a document as the dwell time for that
document as median dwell time was shown to be a more
reliable indicator of relevance than the mean [43].

Since our datasets are constructed by using frequently-
clicked documents for which reliable dwell information is
available, a significant proportion of documents are labeled
as relevant by our judges. This does not constitute a prob-
lem for our analysis as we are mainly interested in studying
the documents that are labelled as relevant but are of low
utility to the users.

Measuring Judgment Time: Each query-document pair
in all our three datasets is labeled by multiple judges. We
use the median judging time spent across all judges as the
judging time needed to label a particular document.

S. EXPERIMENTAL RESULTS

The left-side plot in Figure 1 shows the cumulative distri-
bution for the judging time for ExpertJ-TrecQ and CrowdJ-
TrecQ datasets versus the dwell time on these datasets. The
plot shows that expert judges usually require more time to
label a documents than crowd judges: 95% of the documents
were labeled within 140 seconds by the expert judges as op-
posed to approximately 90 seconds for the crowd judges.
The plot also shows that on certain documents users spend
substantially longer time than the judges. This is expected
according to our user model as users tend to go through both
Stage 1 and Stage 2 of the user model if they decide that the
document is worth examining in Stage 1 whereas the judges
mainly go through stage 1. The right figure in the plot shows
how dwell time on a document compares with judging time
on that document for the CrowdJ-Trec Dataset. It can be
seen that there is no linear correlation between dwell time
and judge time — judges may spend long time judging docu-
ments that have a low dwell time and vice versa. The other
datasets have very similar behavior to the CrowdJ-TrecQ
dataset; hence the plots corresponding to the other datasets
are omitted due to space limitations.

5.1 Utility versus Relevance

Our main focus in this paper is to study the wutility of
a document with respect to an actual user versus the rel-
evance of the document. For this purpose, we divide our
three datasets into the four scenarios that might happen ac-
cording to our user model in Section 3 by computing the
number of relevant documents versus total number of docu-
ments that have 1) low dwell time and low judgment time,
2) high dwell time and low judgment time, 3) low dwell
time and high judgment time, and 4) high dwell time and
high judgment time. In order to identify documents with
low/high dwell time and low/high judgment time, we use
the following strategies:

Low vs. High Dwell Time: In Section 2 we provide an
overview of how dwell time has been used in the literature
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Figure 1: (Left) Cumulative distribution of judgment time for crowd and expert judges versus dwell time,

and (Right) Judging time versus dwell time.

Table 2: Dwell Time vs. Judging Time for CrowdJ-
TrecQ Dataset

| | High Dwell | Low Dwell |

High Judg. Time 593/625 112/134
Low Judg. Time 650/654 116/125

Table 3: Dwell Time vs. Judging Time for ExpertJ-
TrecQ Dataset

High Dwell | Low Dwell
High Judg. Time 588/644 88/114
Low Judg. Time 595/635 121/145

to infer the relevance of a document. Previous work showed
that a short dwell time (typically less than 20 or 30 seconds)
reliably indicates that the document was not found to be rel-
evant by the user, as he or she decided to stop considering
the document quickly [21, 19, 25, 8, 43]. More recently a
dwell time threshold of 30 seconds has become the standard
threshold used to predict user satisfaction [35, 21, 8, 40, 21,
28]. Therefore, we use a dwell time threshold of 30 seconds
to identify documents with low dwell time versus documents
with high dwell time. We have also repeated our experi-
ments using a dwell time threshold of 20 seconds, which did
not lead to any differences regarding the conclusions of the
paper. Therefore, we mainly report results obtained using a
dwell time threshold of 30 seconds.

Low vs. High Judgment Time: For each dataset, we use
the median judgment time in that dataset as the threshold
to identify documents with low vs. high judgment time.

Given these definitions of low vs. high dwell time and
low vs. high judgment time, Table 2, Table 3, and Table 4
show the total number of relevant documents versus the total
number of documents for each of the four cases of the user
model. Considering each of the four cases separately with
respect to the user model enables us to analyse the utility of
a document with respect to an actual user versus relevance
of a document.

1. Low dwell time, low judgment time:  Accord-
ing to our user model, these documents can be either rel-
evant or non-relevant: if it is non-relevant, both users and
judges reach this assessment very quickly and if it is relevant,
the relevant information could be identified and consumed
quickly. Given these, documents that fall under this cate-
gory could be of high or low utility to an actual user. In

Table 4: Dwell Time vs. Judging Time for CrowdJ-
NaturalQ Dataset

| | High Dwell | Low Dwell |

High Judg. Time | 1003/1057 | 213/218
Low Judg. Time | 1974/1987) 236,237

our datasets, most documents that fall under this category
tend to be labeled as relevant by the judges (116 out of 125
documents for the CrowdJ-TrecQ dataset, 121 out of 145
documents for the ExpertJ-TrecQ dataset, and 1974 out of
1987 documents for the CrowdJ-NaturalQ dataset), which
is reasonable given that our dataset mainly consists of doc-
uments with many clicks.

2. High dwell time, low judgment time According to
our user model this scenario would occur when a document is
clearly relevant, and real users spend substantial time on the
second stage extracting utility from the document. There-
fore, almost all documents that fall into this category are
marked as relevant by our judges, which is expected. How-
ever, it is difficult to say whether these documents were of
high utility to the user in the end as the user may still not be
able to extract the required information from the document
even after spending a long time on it.

3. Low dwell time, high judgment time As judges
take a long time, it is unlikely that these document are ob-
viously relevant or non-relevant. However, given the low
dwell time on these documents, the users tend not to spend
the effort to understand whether the document is relevant.
The document could appear non-relevant at first, or the rel-
evant portion could be difficult to find or consume. There-
fore, documents that fall under this category tend to be of
low utility to the users even if they may have relevant con-
tent. However, most of these documents are still labeled as
relevant by our judges (112 out of 134 (84%)for the CrowdJ-
TrecQ dataset, 88 out of 114 (77%) for the ExpertJ-TrecQ
dataset, and 213 out of 218 (98%) for the CrowdJ-NaturalQ
dataset).

4. High dwell time, high judgment time This is a
document returned for a task where the user has an im-
portant information need that can not be easily answered,
perhaps requiring some in-depth consideration of the docu-
ment’s content. Because it is important to them, the user
is willing to put in the time in Stage 1 to find the answer.
The document could be of high or low utility to the user, as



in the end the user may decide that the document does not
contain the information they need. However, a judge can
usually correctly judge the relevance of such a document, as
well as its utility to users.

Out of these 4 cases, we are mainly interested in case (3)
as in that case the utility of a document to an actual user
seems to be different than the relevance of the document.
Our hypothesis in this paper is that this possible difference
between utility and relevance could be occurring due to a
judge spending too much time on a document that a user
would not be willing to spend (case 3 in Section 3.1).

Figure 2 shows how the percentage of documents that are
of low utility with respect to the users but are labeled as
relevant changes as the difference between judge time and
dwell time varies for the (left plot) CrowdJ-TrecQ , (mid-
dle plot) ExpertJ-TrecQ , and (right plot) CrowdJ-NaturalQ
datasets. This figure was generated by calculating the differ-
ence between judgment time and dwell time, then grouping
documents into buckets of length 20 seconds according to
this difference. It can be seen that as the difference between
judge time and dwell time increases, the percentage of docu-
ments that are labeled as relevant but of low utility to users
tend to also increase, showing that such cases are more likely
to happen when the judges spend significantly more time on
a document than the users.

Judges are likely to spend more time on documents that
require a high effort to find and extract relevant information
and the users quite often may not be willing to put in this
effort. Therefore, our hypothesis is that the mismatches be-
tween utility and relevance are likely to be caused by factors
related to effort. In the next section, we show that effort
is indeed a significant factor that causes the disagreements
between relevance versus utility of a document.

5.2 Effect of Effort on Utility versus Relevance

Given that under case 3 of our user model most documents
that are of low utility to users are labeled as relevant in our
dataset, we next analyze the factors that might cause these
disagreements between utility and relevance. As shown in
the previous section, most of these mismatches tend to occur
when judges spend a long time judging documents that users
quickly decide to be of low utility. Our further hypothesis is
that these may be high-effort documents, where people need
to work relatively hard to extract relevant information, and
users decide it is not worth the effort. This might be due to
the document being too long, document being too difficult
to read or other factors.

In order to validate this hypothesis, we extracted several
features that might be related to the effort required to read
a document. Table 5 provides a list of the features we have
used for this purpose. In particular, we focused on features
related to the readability level of the document, the doc-
ument length and the location of the query terms in the
document.

Recent work has shown that users tend to scan the doc-
uments and only read parts of the document they find rele-
vant [7]. Hence, we also we do not assume that the user reads
the entire document, but instead they may search for query
terms and read sentences where the terms appear. There-
fore, apart from features related to the readability level of
the entire document, we also extracted features related to
the readability of the sentences in which query terms oc-
cur. We assume that users who find the query term in a

Table 5: Features related to effort in reading a doc-
ument.

Name Description
ARI(d;) Automated Readability Index
of dz
LIX(d;) LIX Index of d;
numsent(d; ) Number of sentences in d;
numwords(d;) Number of words in d;
ARI(sentquerys;) Automated Readability Index
of sentences with query terms
in di
LIX(sentquery;) LIX Index of of sentences with
query terms in d;
numsent(sentquery;) | Number of sentences with
query terms in d;
numwords(sentquery;) | Number of words in sentences
with query terms in d;
numQ(sentquery;) Number of query terms in sen-
tences with query terms in d;

sentence tend to also read the previous and next sentences
and we also include these sentences when the features for
the sentences with query terms are extracted.

To measure the readability of the documents and sen-
tences with query terms, similar to the statistics used by
Chandar et al. [13] to analyze the effect of the readabil-
ity level of a document on assessor disagreement, we use
Automated Readability Index (ARI) and LIX. Automated
Readability Index (ARI) [29] produces an approximate rep-
resentation of the US grade level needed to understand the
text and is defined as follows:

chars(d;)
words(d;)

words(d;)

ARI = 4.
R 7 sent(d;)

—2143 (1)

where char(d;) is the number of letters, numbers, and punc-
tuation marks, words(d;) is the number of words, and sent(d;)
is the number of sentences.

LIX [6] is another index used to represent readability level
of a document. It can be computed as :

words(d;) | longWords(d;) * 100
LIX = -
period(d;) words(d;)

(2)

where words(d;) is the number of words, period(d;) is the
number of periods (defined by period, colon or capital first
letter), and longWords(d;) is the number of long words
(more than 6 letters) in a document.

These readability estimates output a grade level, where
higher level indicates that more effort is required to read the
document. Readability level of sentences with query terms
are calculated by treating them as independent documents.
Primary features for the document (d;) and sentences in d;
that contain the query terms (sentquery;) are summarized
in the Table 5.

We first analyze the factors that might cause users to
spend different amounts of times on clicked documents. There-
fore, we build a regression model that predicts the dwell time
from the features we extracted and identify the factors that
have a significant contribution for predicting dwell time.

Table 6 shows the features we used in our regression model
and the corresponding p values for these features. The
features that have a significant contribution to the model
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Figure 2: Percentage of low utility documents labeled as relevant versus difference between judging time and
dwell time for the (left) CrowdJ-TrecQ , (middlle) ExpertJ-TrecQ , and (right) CrowdJ-NaturalQ datasets.

with p <= 0.05 are highlighted in bold. Note that since
the ExpertJ-TrecQ and CrowdJ-TrecQ datasets contain the
same query-document pairs, there is a single column in the
table labeled TRECQ for these two datasets, and another
column for the Natural@Q dataset. It can be seen that fea-
tures related to the readability of the document and the sen-
tences with query terms (ARI(d;) and ARI(sentquery;))
seem to have a significant effect on the amount of time
users spend on the documents on the TREC(Q dataset. For
the CrowdJ-NaturalQ dataset, readability of the entire doc-
ument does not seem as important as the readability of
the sentences with query terms, as LIX (sentquery;) and
numwords(sentquery;) seem to be significant factors in the
model whereas LI X (d;) / ARI(d;) or numwords(d;) do not
seem to be significant. We believe that this is due to the
properties of the dataset: queries in the CrowdJ-NaturalQ
dataset are sampled from the logs of a real search engine
where most queries tend to be navigational and it is easy
to spot the parts of the documents that are relevant to the
information needs for these types of queries.

Of the significant regression factors, some have positive re-
gression weights and some negative. The weight associated
with readability of the entire document, ARI(d;), is positive
for the TREC(Q data. This means that users tend to spend
longer time on documents that are more difficult to con-
sume. From our current data we can not tell whether they
are spending the additional time on Stage 1 or Stage 2 of
our user model (Section 3.1). Meanwhile, weights associated
with sentence-level readability, such as ARI(sentquery;),
are negative. Similarly, in the case of Natural@ dataset, fac-
tors that are related to the readability level of the sentences
with query terms, such as LIX (sentquery;) and the length
of the sentences with query terms (numwords(sentquery;))
tend to get negative waits, suggesting that they have a neg-
ative effect on the total amount of time users spend on
these documents. This reduction in dwell time when rel-
evant sections are difficult to consume seems to be due to
users searching for the query terms in the document and
giving up quickly when they realize that these sections are
too difficult to read.

Given that the readability level of a document has a sig-
nificant impact on the amount of time actual users spend
on the document, we then focus on the reasons as to why
the utility of a document with respect to actual users some-
times differ from the relevance of a document (Upper right
cells in Table 2, Table 3 and Table 4). Therefore, we build a
regression model that predicts whether the utility of a doc-

Table 6: Significance of features for predicting dwell
time.

value
Feature TRECI:()Q NaturalQ

ARI(d;) 0.001" 0.587
LIX(d:) 0.400 0.103
numsent(d; ) 0.935 0.539
numwords(d;) 0.718 0.175
ARI(sentquery;) 0.004~ 0.517

LIX(sentquery;) 0.562 0.001 ~
numsent (sentquery;) 0.588 0.729

numwords(sentquery;) 0.600 0.026 ~
numQ(sentquery; ) 0.504 0.219

Table 7: Significance of features for predicting the
mismatch between utility and relevance.

value
Feature ExpertJ- gI“OWdJ— CrowdJ-
TRECQ | TRECQ | NaturalQ
ARI(d;) 0.067 0.636 0.710
LIX(d;) 0.0507 0.791 0.005™
numsent (d; 0.138 0.0327 | 0.038"
numwords(d;) 0.0457 | 0.0097 | 0.0507
ARI(sentquery;) 0.696 0.694 0.333
LIX(sentquery;) 0.078 0.221 0.000™"
queryTerms(sentquery;) 0.44 0.478 0.708
numsent(sentquery;) 0.386 0.280 0.063
numwords(sentquery;) 0.271 0.236 0.273
numQ(sentquery;) 0.401 0.112 0.348

ument will be different than the relevance of a document
(case (3) of our user model), given that users spend a short
time on them (case(1) and case(3) of our user model). Ta-
ble 7 shows the p values for the different features we used
in our model. Features that are related to the readability
of the entire document , such as LI X (d;), numsent(d;) and
numwords(d;) seem to have an important contribution as
to why users find a relevant document of low utility. All
the significant features have a positive contribution to the
model, validating our hypothesis that the effort required to
find relevant information in a document is highly important
for users whereas is is not considered by relevance assessors,
suggesting that if we are interested in measuring the util-
ity of a document to an actual user, we should incorporate
effort as well as relevance into our judging procedure.



Table 8: Dwell Time vs. Judging Time for CrowdJ-
TrecQ Dataset

| | High Dwell | Low Dwell |

High Judg. Time 593/625 1/134
Low Judg. Time 650/654 114/125

Table 9: Dwell Time vs. Judging Time for ExpertJ-
TrecQ Dataset

High Dwell | Low Dwell

529/644 0/114
595/635 101/145

High Judg. Time
Low Judg. Time

5.3 Combining Effort and Relevance

Our results in the previous sections validate our hypoth-
esis that effort required to find/consume relevant informa-
tion is an important factor in the utility of a document to
an actual user. This observation suggests that the guide-
lines given to relevance assessors should be changed and the
assessors should provide judgments in terms of the effort re-
quired to find/consume relevant information in a document,
as well as the relevance of the document. Another possibility
could be to log the time judges tend to spend on documents
and take this time into consideration together with relevance
when the utility of a system with respect to actual users is
computed.

For our three datasets, we do not have the judgments
related to effort. Therefore, we will be simulating how judg-
ments on effort and relevance could be combined to infer
the utility of a document by using dwell time as an ap-
proximation to effort users are willing to put into reading
a document. As mentioned before, real users usually go
through both stages of the user model in Section 3.1 whereas
judges tend to only go through the Stage 1 of the user model.
Hence, dwell time gives us the total amount of time a typ-
ical user would spend on the the first and second stages of
the model. Therefore, dwell time of a document could be a
reasonable upper bound for how long a typical user would
be willing to spend on the first stage. If the judge takes sig-
nificantly more time than that, it is likely that the amount
of time needed to find relevant information in the document
is more than what most users are willing to spend, therefore
this document of low utility to the user as it requires high
effort.

Based on this observation, we apply a simple heuristic in
which we limit the judgment time on a document to median
dwell time on that document. We assume that any docu-
ment that takes more time to judge than the dwell time is of
low utility (even if it might be labeled as relevant). Table 8,
Table 9, and Table 10 shows the number of documents that
are of high utility to the users (relevant and most users are
willing to invest the effort) versus the total number of doc-
uments for each of the four categories according to our user
model. According to our user model, the documents that
fall under low dwell/high judgment time category are the
ones that are likely to be of low utility to users. It can be
seen that by using this heuristic, we can correctly infer the
utility of such documents even though they might be judged
relevant. For example, out of the 134 documents that fall
under this category for the CrowdJ-TrecQ Dataset, 112 of
them were labeled as relevant by our relevance assessors (Ta-
ble 2). By applying our heuristic for inferring utility, we can

Table 10: Dwell Time vs. Judging Time for CrowdJ-
NaturalQ Dataset

| | High Dwell | Low Dwell |

High Judg. Time | 1801/1957 3/218
Low Judg. Time 1974/1987 231/237

infer that almost all these documents are of low utility to
the users.

Applying such a heuristic also results in inferring that
some relevant documents with high dwell time and high
judgment time are of low utility to the users. For exam-
ple, out of the 635 such documents for the ExpertJ-TrecQ
Dataset, 588 of them were labeled as relevant (Table 3) but
by applying such a heuristic, we infer that only 529 of such
documents are of high utility to the users, which may not
necessarily be correct. However, the number of such cases is
not significant and overall the numbers in Table 8, Table 9,
and Table 10 look much closer to the expected utility of the
documents with respect to the four categories of our user
model when compared to Table 2, Table 3, and Table 4.

It is important to note that this correction heuristic was
performed without the judges’ knowledge. It is likely that
some of the long judgment times were the result of judges
studying the documents to assess the exact level of relevance,
having established that there is relevant content in the doc-
ument quickly. As such, had the judges been presented with
guidelines or an interface that explicitly asks them for judg-
ments regarding effort, such incorrect inferences could be
eliminated. Thus, the results presented here must be taken
as a lower bound on the level of improvement one could ob-
tain by incorporating effort together with relevance when
judgments are obtained.

6. CONCLUSIONS

The concept of relevance sits at the core of information re-
trieval. Hence, much research has been devoted to defining
and understanding relevance. There has been some previous
work that conceptually distinguishes relevance from utility
of a document to an actual user and argues that an evalu-
ation metric should be utilitarian in nature [32]. However,
relevance has been the main focus of most information re-
trieval researchers, implicitly assuming that utility and rel-
evance are almost the same concepts.

In this paper, we propose a user model that shows how
user behavior and expectation could be different than that of
judges when reading a document. Based on this user model,
we argue that the utility of a document to an actual user
is highly affected by the effort the users need to find and
consume relevant information, which is currently ignored by
the relevance assessors. We further validate our hypothesis
by showing that features related to readability of a document
play an important role in the possible mismatch between
relevance of a document versus its utility to an end user.
We also propose a mechanism that uses the relevance, dwell
time and judging time information on a document to infer
the utility of the document to an actual user. We show that
the utility judgments obtained in this way are much closer
to the expectations according to our user model.

Overall, our results suggest that effort plays an important
role in user satisfaction and that effort should be considered
together with relevance when the quality of retrieval systems
are evaluated. Our results also show that features related to



the effort to find/consume relevant information (e.g., read-
ability level of the document, etc.) could be used as ranking
features when retrieval systems are designed.

Given this, we argue that the guidelines given to relevance
assessors should be changed and the assessors should provide
judgments both in terms of the effort required to find rele-
vant information in a document, as well as the relevance of
the document. In a live retrieval system for which we have
document-level data, this could be done by showing the me-
dian dwell time information to the judges. By understanding
different search tasks and also the cases in which some users
will quickly back out from a page, it could be possible to
set judging guidelines that help judges identify high effort
versus low effort documents. In the future, we plan to de-
vise new judging mechanisms through which it is possible to
get judgments on effort as well as relevance so that retrieval
evaluation gets closer to evaluating user satisfaction.
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