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Word Embeddings

• Standard word representation

o “One-hot” representation

• Microsoft [0, 0, 0, 0,…,0, 1, 0,…,0]

• Neural word embeddings

o Distributed representation

• Microsoft [0.453, -0.292, 0.732,…, -0.243]

o Represent a word by its contextual surrounding words 

• government debt problems turning into banking crises as has 
happened in

• saying that Europe needs unified banking regulation to replace the 
hodgepodge

“You shall know a word by the company it keeps”

(J. R. Firth 1957: 11)

Examples from (Socher et al, NAACL2013 turorial)



From Word Embeddings to Entity Embeddings

• How about entities?

o Usually composed of multiple words 

• Microsoft Research, James Cameron, Atlanta Hawks

o Entities play crucial role in many applications

• Entity Linking, Relation Extraction, Question & Answering…

• Our goal

o Learn task specific accurate semantic entity representations

!= +



How can we represent entities?

• How we learn about a new entity/concept?

• <James Cameron,  film director, 
Titanic>

• <James Cameron,  won awards, 
Academy Award for Best 
Picture>

….



Semantic Knowledge Graphs (KGs)

• A graph composed of:

o Nodes: uniquely identified entities or literals

o Edges: semantic relations

• E.g., film director, film producer, CEO of…

• Many rich and clean KGs

o Satori, Google KG, Freebase, Dbpedia….

• Broad applications to natural language processing and spoken 
language understanding

o E.g., Unsupervised semantic parsing (Heck et al, 2012)

• Use KG to guide automatic labeling of training instances

• This work: encode world knowledge from KG to assist deep 
understanding and accurate semantic representations of 
entities



Semantic Knowledge Graphs: An Example



Named Entity Disambiguation (NED): Task Definition

• Disambiguate linkable mentions from a specific context to 
their referent entities in a Knowledge Base

o A mention: a phrase referring to something in the world

• Named entity (person, organization), object, event…

o An entity: a page in a Knowledge Base

At a WH briefing here in Santiago, NSA spox 
Rhodes came with a litany of pushback on idea WH 
didn't consult with.



Entity Semantic Relatedness is Crucial for NED

• The most important feature used for NED

o Non-collective approaches (Ferragina & Scaiella, 2010; Milne and Witten, 
2008; Guo et.al., 2013)

o Collective Approaches (Cucerzan, 2007; Milne and Witten, 2008b; Kulkarni et 
al., 2009; Pennacchiotti and Pantel, 2009; Ferragina and Scaiella, 2010; 
Cucerzan, 2011; Guo et al.,2011; Han and Sun, 2011; Han et al., 2011; 
Ratinovet al., 2011; Chen and Ji, 2011; Kozareva et al., 2011; Shen et al., 2013; 
Liu et al., 2013, Huang et al., 2014)

 Stay up Hawk Fans. We are going through a slump, 
but we have to stay positive. Go Hawks!



The State-of-the-art Approaches for Entity Semantic 
Relatedness

• (Milne and Witten, 2008): Wikipedia Link-based 
unsupervised method

• C: the set of entities in Wikipedia

o Ci: the set of incoming links to ci

• Supervised Method (Ceccarelli et.al., 2013)

o Formulate as a learning-to-rank problem

o Explore a set of link-based features

Limitation I: Ingore the world 

knowledge from the rich Knowledge 

Graphs

Limitation II: what if we donot have 

anchor links?



Our Approach 

• Learn entity representations with supervised DNN and KG
o Non-linear DNN proven to have more expressive power than the 

linear models

o Directly to optimize parameters for semantic relatedness

• The DNN-based Semantic Similarity Model (DSSM)  (Huang et al, 
2013)
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Po-Sen Huang, Xiaodong He, Jianfeng Gao, Li Deng, Alex Acero, and Larry Heck, Learning 

Deep Structured Semantic Models for Web Search using Clickthrough Data Proc. CIKM2013



Encoding Knowledge from Knowledge Graph 

Knowledge Representation Example

Description Letter tri-gram vector dog = <#do, dog, og#>
<0,…,1,1,…,0,1,…,0>

Entity Type 1-of-V vector <0,….,0,…,1,…,0,…>

Subgraph 1-of-V vector for 
relation
Letter tri-gram for 
entities



Unsupervised Collective Disambiguation with 
Graph Regularization

• Perform collective disambiguation for a set of topically-related 
tweets simultaneously

o Handle information shortage and noiseness problems

o Easy to collect a set of topically-related tweets (e.g., via social 
network )

Underlining concepts are referent concepts

Accuracy = 0.25, tweets 
are short and noisy, can 
not provide rich context 

information



Graph Construction Over Multiple Tweets
• Each node is a pair of mention and entity candidates

o Entity candidates are retrieved based on anchor links in Wikipedia

• An edge is created for two nodes if 

o Two mentions are relevant

• Detect with meta path 

o And two entities are semantically related

• Cosine similarity over semantic entity embeddings

• Similarity is used as the edge weight
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Relevant Mention Detection: Meta Path

• A meta-path is a path defined over a network and composed 
of a sequence of relations between different object types (Sun 
et al., 2011)

o Each meta path represent a semantic relation

• Meta paths between 

mention and mention

o M-T-M

o M-T-U-T-M-M

o M-T-H-T-M

o M-T-U-T-M-T-H-T-M

o M-T-H-T-M-T-U-T-M

M: mention, T: tweet, U: user, H: hashtag

Schema of a Heterogeneous 

Information Network in Twitter

• Two mentions are considered as relevant if there exist at least 
one meta path between them



Unsupervised Graph Regularization

• The model (Adapted from Zhu et.al, 2003)

o

• Initial ranking score

o prior popularity and context similarity

 yi: the final ranking score of  
node i

 yi
0: the initial ranking score 

of node i

 W: weight matrix of the 
graph
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Data and Scoring Metric

• Data

o A public data set includes 502 messages from 28 users (Meiji et 
al., 2012)

o A Wikipedia dump on May 3, 2013

• Scoring Metric

o Accuracy on top ranked entity candidates



Models for Comparison

• TagMe: an unsupervised model based on prior popularity and 
semantic relatedness of a single message (Ferragina and 
Scaiella, 2010)

• Meij: the state-of-the-art supervised approach based on the 
random forest model (Meij et al., 2012)

• GraphRegu: our proposed unsupervised graph regularization 
model



Overall Performance

Method Accuracy

TagMe (unsupervised) 61.9%

Meiji (5 fold cross-validation) 68.4%

GraphRegu + (Milne and Witten, 2008) 64.3%

• Our methods are unsupervised



Overall Performance (con’t)

Method Accuracy

TagMe (unsupervised) 61.9%

Meiji (5 fold cross-validation) 68.4%

GraphRegu + (Milne and Witten, 2008) 64.3%

GraphRegu + DSSM + Description 71.8%   

• 26% error rate reduction over TagMe

• 21% error rate reduction over the standard method to compute semantic 
relatedness (Milne and Witten, 2008)

• Encode Knowledge from contextual descriptions



Overall Performance

Method Accuracy

TagMe (unsupervised) 61.9%

Meiji (5 fold cross-validation) 68.4%

GraphRegu + (Milne and Witten, 2008) 64.3%

GraphRegu + DSSM + Subgraph (Entity) 68.2%

GraphRegu + DSSM + Subgraph (Relation + 
Entity)

70.0%

GraphRegu + DSSM + Subgraph (Relation + 
Entity) + Entity Type

70.9%

• 23.6% error rate reduction over TagMe

• 18.5% error rate reduction over the standard method to compute 
semantic relatedness (Milne and Witten, 2008)

• Encode Knowledge from structured KG



Overall Performance

Method Accuracy

TagMe (unsupervised) 61.9%

Meiji (5 fold cross-validation) 68.4%

GraphRegu + (Milne and Witten, 2008) 64.3%

GraphRegu + DSSM + Description 71.8%

GraphRegu + DSSM + Subgraph (Entity) 68.2%

GraphRegu + DSSM + Subgraph (Relation + 
Entity)

70.0%

GraphRegu + DSSM + Subgraph (Relation + 
Entity) + Entity Type

70.9%

GraphRegu + DSSM + Description + 
Subgraph (Relation + Entity) + Entity Type

71.9%

• Encode all Knowledge from KG



Conclusions and Future work

• We propose to learn deep semantic entity embeddings with 
supervised DNN and Knowledge Graph

o Significantly outperform the standard approach for named 
entity disambiguation

• Future Work

o Encode semantic meta-paths from Kowledge Graph into DNN 

• To capture the semantic meaning of knowledge

o Learn entity embedding with Knowledge Graph for other tasks 

• E.g., Question & Answering



Thank You !!!

Any Questions/Comments?

We will release the embedding for the whole 

Wikipedia Concepts Soon!!!


