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ABSTRACT

Web search engines frequently show the same documents re-
peatedly for different queries within the same search session,
in essence forgetting when the same documents were already
shown to users. Depending on previous user interaction with
the repeated results, and the details of the session, we show
that sometimes the repeated results should be promoted,
while some other times they should be demoted.

Analysing search logs from two different commercial search
engines, we find that results are repeated in about 40% of
multi-query search sessions, and that users engage differ-
ently with repeats than with results shown for the first time.
We demonstrate how statistics about result repetition within
search sessions can be incorporated into ranking for person-
alizing search results. Our results on query logs of two large-
scale commercial search engines suggest that we successfully
promote documents that are more likely to be clicked by the
user in the future while maintaining performance over stan-
dard measures of non-personalized relevance.

Categories and Subject Descriptors

H.3.3 [Information Search and Retrieval]: Information
Search and Retrieval—Search Process, selection process

General Terms
Algorithms, Measurement, Experimentation

Keywords
Repeated Results, User History, User Sessions, Click Pre-
diction, User Modelling, Re-finding Queries

1. INTRODUCTION

When interacting with Web search engines, people fre-
quently encounter the same results for different queries, both
within a single session and across multiple sessions [33].
There are times when this repetition may be intentional,
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as is the case with re-finding, where users purposely seek
the same Web document [30, 32]. However, as we will show,
repeated results are shown to users much more often than
can be explained by re-finding alone. Rather, results are
often shown multiple times as users try to find the solu-
tions to satisfy information needs — and most Web search
engines exhibit a form of amnesia, without taking longer in-
teractions with users into account. Previous research has
largely treated sequences of queries independently [2, 20], or
as weakly interacting by building models of user tasks or in-
terests [37], rather than as a single continuing conversation
between the user and search engine. Making this problem
even more interesting, repetition of results can intuitively be
interpreted in a few distinct ways.

Consider a document shown twice to a user for two related
queries. The first time it was returned, the document must
have been (1) not noticed, (2) noticed and considered but
not clicked, or (3) clicked. If we can detect the first case, we
may want to promote the document to help the user notice
it as recurring and potentially relevant. If we can detect
the second case, we may want to demote it. The third case
is most interesting, as the user may be attempting to re-
find the document (in which case it should be aggressively
promoted), or the user may have decided that it is non-
relevant (in which case it should be aggressively demoted).
This leads us to the two key challenges we address in this
paper: First, how do we know when a later query is similar
enough to an earlier query to warrant inclusion considering
previous displays of repeated documents? Second, how do
we differentiate between re-finding and non-relevance?

Before describing our approach, it is important to ver-
ify that Web results are often shown repeatedly, and that
behavior on them is different. Our analysis shows that rep-
etition is both frequent, and has a substantial effect on user
behavior. About 40% of multi-query sessions include at least
one result being shown in the top-10 results more than once.
When a result is skipped once, depending on position, it
is 20% to 50% less likely to be clicked later — compared
to the expected clickthrough rate (CTR) at the same po-
sition. But unnoticed results are about 10% more likely
to be clicked when shown again later. Conversely, results
previously clicked once are 10% to 50% less likely to be
clicked when shown again while results previously clicked
three times are up to 30% more likely to be clicked when
shown again.

We conjecture that a method that can leverage the skip
and click behavior of users to automatically promote and



demote results could lead to better ranking. We therefore
propose R-cube, a contert-aware ranker enhanced by fea-
tures generated from a user’s interaction with repeatedly-
displayed search results. We evaluate R-cube offline using
log data from two large commercial search engines (one pro-
prietary and one publicly available), and online via A-B
testing with users of a commercial search engine. The re-
sults show significant gains from R-cube over competitive
baselines.

After presenting related work in Section 2, and based on
an analysis of logs in Section 3, we build models that lever-
age features of these repeated results and other features such
as query similarity to predict click preferences between re-
sult pairs. Section 4 presents our re-ranking approach, and
describes our evaluation data and metrics. We follow that
by discussing our experimental results in Section 5, and pro-
viding concluding remarks in Section 6.

2. RELATED WORK

There is substantial prior research that relates to this work
in a number of areas. We review each in turn.

Repeated Queries and Results. Searchers repeat queries
and revisit the same results often. Previous research has
shown that well over half of all of the Web pages a per-
son visits are pages that they have visited previously (with
some estimates of re-visitation volume reaching 80%) [8, 29],
and a third of the queries issued to search engines involve
a user re-finding a previously-found result [30]. Teevan et
al. [30] explored how queries used to re-find changed and
how well future clicks could be predicted following repeat
queries. In a similar study and perhaps the most related to
our work, Teevan et al. [32] proposed a model for personal
navigation. The authors monitored the user’s long-term his-
tory and showed that when the user repeatedly submits the
same query and clicks on the same single result over time,
the target URL can be regarded as a personal navigation des-
tination. That is, if the user issues the same query again, it
is likely that the same result gets clicked. Similarly, Dou et
al. [12] consider re-ranking for identically repeated queries.

In our analysis, the click patterns on exactly repeated
queries and results are a special case. In contrast to per-
sonal navigation [32] that only focuses on singleton clicked
results over a long user history, we cover several classes of
user feedback (click, skip, missed) based on the short session
history. We model user behaviour on any repeated result,
regardless of whether it was clicked or not, or even shown
for the same query before.

Other studies have looked at temporal properties of an in-
dividual’s repeated searches and clicks and aspects of repeat
queries related to time [25], and how people re-find previ-
ously viewed Web pages across multiple sessions and within
an individual session [30, 33].

Interpreting Clicks. In general, search engine result page
clicks provide informative signals of when users are attracted
to a search result. Joachims et al. [21] analysed users’ de-
cision processes using gaze tracking and compared implicit
feedback from search-result clicks against manual relevance
judgements. They found that clicks are informative but bi-
ased: Clicks as an absolute signal are biased by rank, but
relative preferences derived from clicks are fairly accurate.

Agichtein et al. [2] also used search and browsing data from
a Web search engine to predict search result preferences but
generalized the approach to model user behaviour beyond
clicks, resulting in more accurate preference predictions.

Searcher models (e.g., [7, 10, 34]) track the user’s state as
they examine search results and use the observable events
(e.g., clickthrough) to infer search result attractiveness and
document relevance. The examination hypothesis [13] states
that the likelihood that the user will click on a search re-
sult is influenced only by (i) whether the user examined
the search result snippet and (ii) its attractiveness. Since
users are biased towards clicking search results that are
higher ranked, the examination hypothesis is used to iso-
late a search result’s attractiveness from its position. The
cascade hypothesis [10] assumes that a user always exam-
ines search results sequentially from top-to-bottom, and is
used to determine whether a user examined the result. We
use this approach here. Under this assumption, a user de-
cides whether to click a result before examining the next re-
sult, preventing scenarios where the user returns to a higher-
ranked search result after passing it by. Therefore, if users
do not examine a particular search result, they will not ex-
amine any search results below it. Extensions of the cas-
cade hypothesis allow for query sessions to comprise multiple
clicks [17] or represent the probability that a user abandons
a query session without clicking [7, 16]. Other searcher mod-
els avoid the cascade hypothesis entirely, allowing the user to
examine results non-sequentially via modelling user brows-
ing behaviour [14, 34], or modelling tasks, via the sequence
of queries and clicks in a session [40].

Learning from Clicks. In addition to modeling search be-
havior, clicks have also been used to improve the quality
of search engine ranking. Joachims [20] presents a method
for automatically optimizing the retrieval quality of search
engines using implicit feedback gathered from clickthrough
data. He shows that his method is both effective and scal-
able, outperforming a state-of-the-art search engine given
only limited training data. Radlinski and Joachims [23]
study connected query chains to generate preference judge-
ments from search engine logs. These judgements are used
to learn search result rankings that outperform a static rank-
ing function. Agichtein et al. [1] extend this work beyond
search engine result pages (SERPs). Incorporating later user
behaviour data, they show that it can be used to improve
search engine performance.

User Interest Modelling. Knowledge of a particular user’s
interests and search context has been used to improve search.
Short-term interests, expressed by actions such as recent
queries or clicks, can improve retrieval performance [11, 27,
39]. They have also been used by White et al. [36, 37] to
construct models of searchers’ recent interests, and predict
future interests. Teevan et al. [31] constructed user profiles
of long-term interests from desktop documents, showing that
this information could be used to re-rank results and im-
prove relevance for individuals. Matthijs and Radlinski [22]
constructed user profiles using users’ browsing history, and
evaluated their approach using an interleaving methodol-
ogy. Bennett et al. [4] compared the effectiveness of features
based on short-term and long-term history of the user for
personalization, and found the latter particularly effective
at the start of search sessions.
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Figure 1: The distribution of the number of queries
in sessions (session length). For distinct columns,
repeated queries in each session are ignored.

Our Contributions. Our research extends previous work in
a number of ways. First, we focus specifically on repeatedly-
displayed search results, arguing for treating the session as
a continuous interaction. Second, we characterize the role
that repeat results play within search sessions and the po-
tential benefit from targeting repetition. This serves to mo-
tivate our work. Third, we focus on interpreting how users
engage with results to determine whether to promote or de-
mote repeated results. Previous work has only looked at
repetition in identical repeated queries [12, 32]. Our pro-
posal is more general, targeting the promotion or demotion
of any repeat result from any position for any query, related
to the current query or not. Finally, we demonstrate signif-
icant improvements in result re-ranking performance using
our methods over competitive baselines on search logs from
two large commercial search engines, including one dataset
that is publicly available.

3. MOTIVATION AND HYPOTHESES

As a first step, we must verify that repetition happens
frequently in search sessions, and that repeated results are
treated differently by users. We perform this analysis on
sample logs of two large commercial search engines. The first
one consists of three weeks of log data from Bing sampled in
November 2012. The logs contain a search session identifier,
the query and the top 10 results returned by the engine.
We take search sessions to comprise a sequence of queries
and clicks, terminated by a 30-minute inactivity time-out,
as in previous work (e.g. [23]). To facilitate reproducibil-
ity of our experiments and results, we also evaluate on a
more readily available log. This second log consists of ap-
proximately 340 million queries in 44 million sessions from
Yandex. These logs were shared by Yandex for participants
of the Relevance Prediction Challenge® held in the scope of
the WSDM-WSCD workshop in 2012 [26]. The Bing log
contains anonymized user IDs, and preserves the full text of
submitted queries. In Yandex data however, the user IDs
are not available and query texts are replaced by unique
numerical identifiers. Note that Bing and Yandex datasets

http://imat-relpred.yandex.ru/en/
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Figure 2: Fraction of sessions that include a re-

peated result as a function of length of session.

were collected not only from different search engines, but
also from users of different markets and languages.

Sessions and Repetition. Figure 1 shows that between 40
and 60% of sessions (depending on whether we focus on dis-
tinct? queries, and depending on the search engine) have
single queries only, and the remaining 40%-60% have two
queries or more. These numbers are comparable to the 46-
54% split reported elsewhere [18]. Figure 2 shows that 16-
44% of sessions (depending on the search engine) with two
queries have at least one repeated result. This is large when
we consider that the user in such short sessions is usually
shown not more than 20 results. Repetition increases to al-
most all sessions with ten or more queries (or up to 75%
when only distinct queries in the session are considered).
Clearly repetition is frequent.

Classes of Repetition. For a given query and its results
(subsequently referred to as an impression), each result must
either be displayed for the first time in the session (new), or
must have been shown for a previous query. For analysis,
we split the repeated class into three groups®:

e Results previously displayed and clicked.

e Results previously displayed but skipped. We consider
a result skipped when it was not clicked by the user,
but at least one lower ranked result was clicked.

e Results previously displayed but missed. We consider
a result missed when it was not clicked by the user and
there were no clicked results at lower positions.

The clickthrough rates (CTR) for the Bing dataset in Fig-
ure 3 demonstrate that users interact with the results in each
of these classes differently. The z-axis represents the result
position, while the y-axis shows the average normalized CTR
for all results in this class.? The numbers in the top plot are

2Repeated queries in the session are discarded.

3Note that a particular result may belong to more than one
category when it appears more than twice in the session.
4We rescale all clickthrough graphs, based on the overall
CTR@1 value averaged across all queries and impressions.
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Figure 3: The clickthrough rates for different classes
of results for the Bing dataset (scaled with respect to
the overall CTR@1 rates across all queries and im-
pressions). In the top plot, repeated queries in each
session are excluded before calculating clickthrough
rates. In the bottom plot, they are not.

generated after excluding identical repeated queries to re-
duce the impact of personal navigation, while in the bottom
plot all impressions are retained. The overall trends in the
top plot are intuitive: repeated results have substantially
lower CTR than those displayed for the first time in the ses-
sion. Among the repeated classes, those that are likely to
have been missed by the user for the earlier impressions are
more likely to be clicked, followed by those that have been
displayed but skipped. The only exception is the CTR at
position 1. This is due to personal navigation [32], where
users frequently re-find the same URL but with a different
query. Note that although personal navigation was strictly
defined for identical query-result pairs, users sometimes use
different reformulations in a session to navigate to the same
target. This is particularly common for popular navigational
destinations (e.g. using facebook and facebook login in-
terchangeably to navigate to www.facebook.com). Similar
observations were reported by Teevan et al. [30] suggesting
that in about 5% of queries, users re-find their navigational
destination by issuing different queries.

The bottom plot in Figure 3 shows the impact of includ-
ing repeated queries on CTR. It reveals two main differences
compared to the top chart, where repeated queries were ex-
cluded. First, there is an increase in the CTR at the top
rank position for previously-clicked results. This can be at-
tributed to within-session personal navigation behaviour us-
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Figure 4: The clickthrough rates for different classes
of results for the Yandex dataset (scaled with re-
spect to the overall CTR@1 rates across all queries
and impressions). In the top plot, repeated queries
in each session are excluded before calculating click-
through rates. In the bottom plot, they are not.

ing identical queries. Second, there is a consistent drop in
CTR across all four rank positions for results that were pre-
viously skipped. From this observation we can infer that
once a user has skipped a result for a particular query, it is
unlikely that they will click on it when it is returned again
for the same query. Equivalent analysis on Yandex data
shows very similar trends in Figure 4.

We continue by studying the repetition categories sepa-
rately. First, consider results that have been skipped. Fig-
ure 5 based on the Bing (top) and Yandex (bottom) datasets
shows that, the more often a result has been skipped in a
session, the less likely it is to be clicked when repeated again.
As before, the z-axis is the position, and the CTR curves
are scaled with respect to the average CTR across all im-
pressions. The results show that the expected CTR@1 drops
by almost 60% when a result is skipped once in the session.
That is, the conditional click probability of a document dis-
played at position one given that is skipped once before in
the session, is 60% lower than the overall CTR figures at
position one. We repeated the analysis for distinct queries
in the session and the trends remained the same, hence are
not presented here separately. Likewise, we noticed that
skipped and missed results have similar CTR distributions
across different positions, with the CTR values being gener-
ally higher for the latter category. In addition, the missed
results have a relatively less skewed CTR distribution, and
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Figure 5: Clickthrough rate of repeated results as
a function of the number of times they have been
skipped before in the session, based on the Bing
(top) and Yandex (bottom) logs.

are substantially more likely to be clicked at lower positions
(the plots are omitted for brevity).

Figure 6 shows the conditional click probability of results
given their position and the total number of prior clicks they
have received in the session. We see that the more a result
is clicked in the session, the more likely it is going to be
clicked again. If a result was previously clicked just once, its
expected CTR is lower than the average. However, once a
result is clicked for the second time, the CTR increases sub-
stantially as it is more likely to fall in the personal navigation
category. Excluding repeated queries (not shown here) led
to lower CTR values for the clicked results overall but the
general trends remained the same.

Beyond the scenarios covered here, there could be several
other factors that affect the click probability of repeated
results. For instance, in Figure 7 we can find a clear positive
correlation between the amount of time spent on a result
when it has been clicked once previously in the session, and
the likelihood of it being clicked again. The unit of time is
not specified in Yandex logs, hence the dwell time analysis is
based on the Bing data only. Here, each column represents
the total amount of time dwelled on the result. Shorter
dwell times may reflect dissatisfaction with the content of
the result [15] and make re-visitation less likely. We now
take the insights obtained from this analysis, and develop
features that can be used to improve the ranking of repeated
results.
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Figure 6: Clickthrough rate of repeated results as
a function of the number of times they have been
clicked before in the session, based on the Bing (top)
and Yandex (bottom) logs.

4. RE-RANKING REPEATED RESULTS

Thus far, we have demonstrated that repeated results have
different click likelihoods than those that are shown for the
first time in a session. We also showed that depending on
the number of previous clicks, number of prior displays, and
the total dwell time, the click probability of repeated results
may vary significantly. In this section we describe how such
features can be used to train a model for re-ranking search
results in sessions. We will refer to this trained model as
R-cube, as it involves Re-ranking Repeated Results.

Collecting relevance labels for evaluating context-sensitive
rankers such as R-cube is not trivial. We need a personalized
set of judgements in which the same query-result pair may be
assigned with different labels depending on the search con-
text and preferences of each user. Fox et al. [15] proposed
using implicit measures such as satisfied clicks (SAT-Clicks)
for evaluation and since then, this approach has become a
common practice for evaluating personalized search systems
[3, 4, 9]. We follow the same log-based approach for generat-
ing training data and assigning labels. First we sample a set
of impressions from query logs. Each impression consists of
a query Q, the unique identifier of the user who issued Q,
and the set of results that were returned for Q on that im-
pression. Additionally, click statistics for that impression are
collected for assigning labels, and contextual features such
as previous queries and clicks are used for generating rank-
ing features. As in previous work [3, 4], in each impression,
we assign positive labels to results that had SAT-Clicks, and
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Figure 7: Clickthrough rate of repeated results as a
function of the amount of dwell time spent on them
after their first click in the session. Each column
represents the total amount of time dwelled on the
result in common logarithmic scale (Bing dataset).

consider the other results as non-relevant. To define a SAT-
Click, we follow the definition suggested in previous work
[28, 35] and consider last clicks in the session, and clicks
with at least 30 seconds dwell time as SAT-Clicks.?

To measure the effectiveness of R-cube features for re-
ranking, we sample a set of impressions from logs, gener-
ate the features for each impression, assign the labels as
described above, and finally train a ranker. We chose to
use LambaMART [38] for the preference learning. Lamb-
daMART is an application of the LambdaRank approach [5],
which gives a methodology for optimizing a variety of non-
continuous ranking objective functions, to gradient-boosted
decision trees. LambdaMART and generally gradient-boosted
decision trees have been successful over a number of informa-
tion retrieval problems — most notably the Yahoo! Learning
to Rank challenge Track 1 [6] where LambdaMART was a
key component of the winning entry.

We used our implementation’s default settings for key pa-
rameters. These were, number of leaves=70, minimum doc-
uments per leaf = 2000, number of trees = 500, learning
rate = 0.3 and used 10% of the training set as validation
data. Note that for this study, neither the particular choice
of learning algorithm nor the parameters are crucial. Our
primary concern is the demonstration that it is possible to
capture improved accuracy by using a learned model over
the key factors we have described.

As our evaluation metrics, we compute the mean recip-
rocal rank (MRR) and mean average precision (MAP) of
search results with respect to the log-based labels over all
impressions. The Yandex dataset was released with limited
set of generic (context-sensitive) relevance labels. In the fol-
lowing sections we also measure the impact of re-ranking
with respect to those labels.

R-Cube Features. Our observations in the previous sec-
tions highlighted unique characteristics of repeated results.

5Each query in the Yandex dataset is assigned with a numer-
ical value as time-stamp. However, no extra information is
disclosed about how these values were computed. We there-
fore relax our positive labelling criteria from SAT-Clicks to
Clicks on this dataset.

Those inspired us to develop several features that capture
various properties of repeated results. Detailed description
of our features are provided in Table 1. In general, we have
four groups of features:

o () Click features : These features are developed based
on the number and position of previous clicks on the
results (e.g. PrevClicked).

e (O) Display features: These are similar to the click fea-
tures except that they focus on the display positions
regardless of whether the repeated result was previ-
ously clicked or not (e.g. PrevShown).

o (&) Query similarity features: These features are de-
signed to distinguish between repeated queries, per-
sonal navigation, re-finding, and query reformulation
for exploring new information (e.g. RepeatQuery).

e (M) Other features: These are features that do not
belong to any of the categories above (e.g. Position).

Data. To evaluate our approach quantitatively, we use the
Bing and Yandex query logs described in Section 3. For Bing
analysis, we use the second week of logs (from November 8th
to November 15th, 2011) for training, and the third week
(between November 16th and November 23rd) for testing.
The first week was used for analysing the CTR patterns that
we covered in earlier sections. In total, there were 6,672,701
impressions in the testing subset of Bing dataset from which
1,273,577 had R-cube features (19.1%). Other impressions
were either the first query of their sessions or did not have
any repeated results. We report the result on this segment,
and the overall impact across the entire traffic can be re-
scaled accordingly.

Similarly, on the Yandex testbed, we split the dataset into
two sets for training and testing. Splitting is done according
to the SessionID meta-data in the logs. We sampled sessions
with SessionID smaller than 3E + 07 and assigned them to
the training set, and sampled from the remainder to generate
our testing set. In total, there were 31,814, 133 impressions
in our testing subset dataset from which 5,580,720 had R-
cube features (17.5%).

Baselines. In our experiments, we use three baselines. The
first baseline (Default) involves no re-ranking: This is just
the default order that search results were retrieved by Bing
and Yandex search engines.

For our second baseline (ClickHistory) we train a ranker
with three features: {Score, Position, and Click-history}.
The former two features are common among all our experi-
ments. The Click-history feature represents the overall long-
term click counts for each result on a per query basis (with-
out regard to which user clicked which result). Hence, for
each result pair in our test data, the document that was
historically clicked most by all users for the current query
gets the highest Click-history value. Note that this baseline
only affects queries that have been observed previously, and
where the same results returned currently were previously
clicked. In other cases, the default ordering is preserved.
This is slightly different than simply re-ranking results ac-
cording to their past click frequency. Here, the ranker may
choose not to apply such re-ranking depending on the dif-
ferences in the original Scores.



Table 1: The features used in R-cube for re-ranking search results. The suit in each bracket represents the
experimental group the corresponding feature belongs too. Note that query similarity features (&%) are not
available in experiments using the Yandex data.

Feature Description

PrevClicked ()
PrevClickedMRR ()
PrevShown ()
PrevShownMRR (Q)
PrevMissed (©)
PrevMissedMRR (Q)
PrevSkipped (V)
PrevSkippedMRR (Q)
MaxQSim ()
AvgQSim (&)
PrevQSim (&)
MaxCIkQSim (&)
AvgClkQSim (é)
PrevClkQSim (&)
RepeatQuery (&)
QueryNo (&)
Position ()

Score (M)
NumSessionClicks (#)
NumRepAbove ()
PrevDwell (&)

How many times the document is clicked earlier in the session.

Similar to PrevClicked, but with a reciprocal rank discount determined according to the clicked positions.
How many times the result is shown earlier in the session.

Similar to PrevShown, but with a reciprocal rank discount determined according to the display positions.
How many times the result is missed earlier in the session.

Similar to PrevMissed, but with a reciprocal rank discount determined according to the display positions.
How many times the result is skipped earlier in the session.

Similar to PrevSkipped, but with a reciprocal rank discount determined according to the display positions.
Max. n-gram similarity of current query with any of the previous queries in the session.

Average n-gram similarity of current query with previous queries in the session.

n-gram similarity of current query with the previous query in the session.

Max. n-gram similarity of current query with any previous query in the session where the same URL is clicked.
Average n-gram similarity of current query with previous queries in the session where the same URL is clicked.
n-gram similarity of current query with the previous query in the session where the same URL is clicked.

1 if the query has appeared before in the session and 0 otherwise.

Number of queries submitted in the session including the current query.

Display rank of the URL before re-ranking.

Original score of the URL before re-ranking.

Total number of clicks in the previous impressions of the session.

Number of repeated documents in the current impression that are ranked at or above the current position.
Total amount of dwell time spent on this URL on previous clicks.

Finally, in our third baseline (Personal Navigation) [32],
we train a re-ranking model based on the original Score,
Position, and a Personal Navigation feature. The Personal
Navigation feature is only applicable on repeated queries,
and counts the number of times a particular result has been
clicked for the same query previously in the session.®

Our last two baselines can respectively be regarded as
a proxy for non-personalized re-ranking models based on
aggregated click frequencies, and repetition-aware state-of-
the-art models for search personalization.

S. EXPERIMENTS

We compare the effectiveness of R-cube features in per-
sonalizing search results against the three baselines. The
results on the Yandex and Bing datasets are respectively
summarized in Tables 2 and 3. We evaluate each model in
terms of mean average precision (MAP) and mean reciprocal
rank (MRR). These are computed based on the SAT-Click
labels generated offline as described in Section 4.

On Yandex data (Table 2) R-cube significantly outper-
forms all baselines on both metrics (p < 0.01). Compared to
the no re-ranking (Default) baseline, R-cube improves MRR
by 2.1% and increases MAP by 3.2%. Other re-ranking base-
lines also outperform the default ranker but their gains are
significantly smaller. In contrast to the ClickHistory and
Personal-Navigation baselines, R-cube considers all types of
repetition including misses and skips in the session. To in-
vestigate the impact of such features on the effectiveness of
R-cube we train a ranker without them, using the click-based
(¢) features only. The evaluation results for this ranker are
shown in the last row of Table 2. While R-cube still manages
to outperform all baselines by using the click features only,
the gains are reduced by half, confirming that modelling
other types of repetition is indeed useful for re-ranking.

SIn the original Personal Navigation paper [32], re-ranking
rules are hard-coded and require clicks to be the only clicks
in impression. Given that we use a supervised model for
re-ranking, we relax the only click rule to improve coverage.

The results on Bing data are presented in Table 3. Due
to proprietary nature of this dataset, we only report the
relative gains and losses against the default no-reranking
baseline and the absolute MAP and MRR values are not
disclosed. Overall, the trends are similar to those on the
Yandex dataset. R-cube significantly outperforms all other
baselines (p < 0.01) on both MAP and MRR. One interest-
ing observation is that the ClickHistory baseline does not
show any improvement over the Default ranker. This is to
some extent expected since the Default ranker — which is
the production ranker of a commercial search engine — is al-
ready trained to take clicks into account. We also suspect
that the Yandex data has been sampled over a longer period
compared to our Bing dataset which is sampled over three
weeks. The details of sampling have not been disclosed by
Yandex, but their dataset is considerably larger than our
Bing data in terms of the number of sessions and impres-
sions.

As in the previous testbed, we investigate the performance
of R-cube when only the Click-based ({) features are used
for training and we show the results in the bottom section of
the Table 3. The overall trends are similar; R-cube remains
as the most effective re-ranking model but the gains are
substantially reduced.

While the Yandex data does not contain the text of queries,
that information is available in our Bing dataset and allows
us to measure the importance of query similarity features
(%) separately. The last row in Table 3 includes the MRR
and MAP values of a R-cube ranker that is trained with-
out the query similarity features. The results suggest that
while the query similarity features contribute positively to
the gains, their importance is less significant than the display

features ().

Win-Loss analysis. In addition to the overall evaluation
numbers presented above, we investigate the average num-
ber of positions that the SAT-Clicked results are moved by
R-cube in the ranking. Promoting SAT-Clicks is consid-



Table 2: The MRR and MAP of the baselines and
our approach (R-cube) on Yandex data. The differ-
ences between the baselines and R-cube are all sta-

Table 4: The impact of adding historical clicks to R~
cube on MRR. All differences compared to the de-
fault baseline are statistically significant (P < 0.01).

tistically significant according to a t-test (p < 0.01). Model MRR MAP
The lower part shows impact Click features on R-
cube effectiveness. The numbers in the brackets R-cube - (A3.4%) - (A7.1%) &
show the relative gain/loss against the Default (no- + historical clicks _ (A3.5%) B (A7.2%) A
reranking) baseline.
Model MRR MAP s
Default 0.696 0.536 Default 0.696 0.536 3
Personal Nav. [32] 0.700 (a0.4%) 0.540 (A0.7%) R-cube 0.711 (A2.1%) 0.553 (A3.2%) E
ClickHistory 0.698 (A0.3%) 0.537 (A0.2%) + historical clicks  0.716  (A2.9%) 0.559 (A4.2%)
R-cube 0.711 (A2.1%) 0.553 (A3.2%)
R-cube ({ feats.) 0.704 (A1.1%) 0544 (A1l.5%)

Table 3: The MRR and MAP of the baselines and
our approach (R-cube) on the Bing dataset. All dif-
ferences between the baselines and R-cube are sta-
tistically significant according to a t-test (p < 0.01).
The lower part shows impact of different feature
groups on R-cube effectiveness. The numbers in the
brackets show the relative gain/loss against the De-
fault baseline. Due to the proprietary nature of the
dataset, only the relative gains and losses are shown.

Model MRR MAP

Personal Nav. [32] - (A1.2%) - (A3.3%
ClickHistory - ( 0.0%) - ( 0.0%
R-cube - (A3.4%) - (A7.1%
R-cube ({ feats.) - (A1.4%) - (A3.7%
R-cube (¢, Q feats.) - (A3.0%) - (A6.3%

ered as a win and contributes positively to MAP and MRR
while demoting a SAT-Click would have the opposite effect.
Figure 8 depicts the percentage of SAT-Clicks that moved
up, or down, by the given number of positions. The z-axis
represents the number of positions moved while the y-axis
shows the percentage of SAT-Clicks moved by that many po-
sitions. The blue bars are used for specifying the promoted
SAT-Clicks (good re-ranking), and the red bars are used to
represent demoted (loss) cases.

One both testbeds, the great majority of changes are by
one position. On the Bing dataset (top), 63% of SAT-Click
moves are by one position, from which 46% are correctly
promoted while 17% are incorrectly demoted — 2.7 win/loss
ratio. On Yandex data (bottom) the win/loss ratio for one-
position changes is 1.6 (43% promotion versus 26% demo-
tion). On both datasets, about 90% of changes are by three
positions or less and the total win/loss ratio is about 2 to 1.

Click history as re-ranking feature. R-Cube takes advan-
tage of result repetition patterns in session history and uses
them for re-ranking. In contrast, ClickHistory is based on
aggregated click statistics across all users. Here, we inves-
tigate whether combining these two signals would lead to
further improvements. Table 4 includes the results of this
analysis on the Bing and Yandex datasets where we train a
ranker with both ClickHistory and R-cube features for com-
parison. The original performance numbers for R-cube from
Tables 2 and 3 are added as reference. As expected, the re-
sults show that combining short-term session repetition and

Table 5: Evaluation results based on relevance labels
using the subset of Yandex testing data for queries
with relevance judgements present. Except for Per-
sonal Navigation, all differences compared to the de-
fault baseline are statistically significant (P < 0.01).

Model DCG@3 DCG@10
Default 5.5 7.1
Personal Nav. [32] 5.5 7.1
ClickHistory 5.4 7.0
R-cube 5.4 7.0

long-term aggregate history features improves performance
even further. The gains on the Yandex testbed are more no-
ticeable. This is consistent with the trends observed earlier
in Tables 2 and 3 that suggested that the ClickHistory fea-
tures were relatively more effective on the Yandex dataset.

Relevance-based Evaluation. In our experiments so far,
we have only focused on click-based and personalized evalu-
ation. The Yandex dataset provides binary relevance judge-
ments for a subset of query-result-region triples, which al-
lows us to evaluate using typical non-personalized relevance
metrics. Note that clicks are inherently specific to each user
and many of our improvements are due to users’ personal
feedback based on what they have already seen. Judges
were not asked what should change in a ranking if a user
previously skips or clicks particular results, hence we do not
expect to see large relevance improvements here. However,
we do need to validate that re-ranking does not tend to de-
mote many relevant documents for later queries.

We filter the sessions in our Yandex testing dataset to only
include queries for which have at least one result judged as
relevant. We use the R-cube model learned based on click
preference labels explained earlier to do full re-ranking of
the results for all queries in the testing set. The DCG [19]
results in Table 5 show that R-cube does not substantially
degrade the ranking quality in terms of relevance metrics
(although the 1.8% and 1.4% drops in DCG@3 and DCG@10
are statistically significant by the t-test). Since significance
may relate to large sample sizes, we measured effect size with
Cohen’s d and found that all d < 0.04, suggesting almost
no effect. Overall, these results are encouraging as they
show that although R-cube is trained towards a click-based
metric, the impact on relevance metrics is minimal.

A-B test on live traffic. We performed a second evaluation
of R-cube using interleaving whereby results from different



Q _
Yo}
(2]
2 o | M Promoted
£ v B Demoted
©
r o
(0] [
4
X
0 o _]
? N
ko
s N
X
o - _ S
One Two Three Four Five
A Positions Moved (Bing)
Qo _
[
n
g o | B Promoted
£ ¥ B Demoted
o
b 8-
4
X
2 g +
3 154
£ o
5 <
OQ -
o - _ —
One Two Three Four Five

A Positions Moved (Yandex)

Figure 8: The distribution of re-ranked SAT-Click
results with respect to their original positions on the
Bing (top) and Yandex (bottom) datasets. The z-
axis shows the number of positions moved and the
y-axis represent the percentage of re-ranked SAT-
Clicks that fall into that category. The blue bars
show cases where as SAT-Click result was promoted
(good re-ranking), while the red bars denote cases
where the SAT-Click result was demoted (loss) with
respect to its original position.

rankers are interwoven [24]. The results produced by re-
ranking the top-10 Web results based on R-cubed scores
were interleaved with those produced by a current commer-
cial ranker and shown to a small, randomly selected, frac-
tion of users of the Bing search engine. The Team Draft
interleaving algorithm [24] was used, randomly allocating
each result position to R-cube or the baseline. Whenever
a user clicked on a result, the click was credited to the ap-
proach that had selected that result for that position. For
each query, the number of clicks credited to each ranker was
compared, with the ranker with more clicks receiving credit
for the query (unless there was a tie due to an equal num-
ber of clicks). The random allocation of positions to rankers
ensures that Team Draft interleaving produces an unbiased
preference for one of the two alternatives (or a tie) [24].
We performed this evaluation for five days in June 2012,
presenting the interleaved ranking for approximately 370,000
queries. We found that when the two rankers differed at or

above the clicked rank, the R-cubed ranking was preferred
for 53.8% of queries, and the baseline was preferred for 46.2%
of queries. This preference is statistically significantly differ-
ent from 50% (p<0.001) using a binomial sign test. The two
rankers differed by the clicked position for 5.8% of queries,
and the baseline and R-cubed returned a different top result
for 4.5% of queries. We note that differences in rank order
between R-cubed and the baseline occurred for roughly one
third of queries, however Web search users predominantly
click on higher-position results thus the fraction of queries
affected is small. Overall, the results from live traffic indi-
cate a statistically significant user preference for the ranker
which is enhanced by R-cube features.

6. CONCLUSIONS

In this paper, we observed that the same results are often
shown to users multiple times during search sessions. We
showed that there are a number of effects at play, which can
be leveraged to improve information retrieval performance.
In particular, previously skipped results are much less likely
to be clicked, and previously clicked results may or may not
be re-clicked depending on other factors of the session.

We presented a number of features and a learning frame-
work that targets the repeated results in the session for re-
ranking. We conducted our experiments over query logs of
two large commercial search engines (one proprietary and
on publicly-available, for repeatability) and demonstrated
that R-cube outperforms our experimental baselines. We
showed that combining the long-term click-statistic signals
in our re-ranking model increased the gains further, and also
reported that the overall impact of re-ranking according to
non-personalized relevance metrics is minimal. Although the
R-cube model was optimized for personal, click-based judge-
ments, demonstrating that it does not harm general rele-
vance in the process is also important. In addition, we also
performed an online interleaving analysis on the live traffic
of a commercial search engine, and the results suggested a
significant user preference towards the ranker enhanced by
R-cube features versus the default production ranker that
did not have these features.

Overall, our findings demonstrate the utility of the R-
cube approach via multiple evaluation methods. It is clear
from these findings that modeling different aspects of rep-
etition (not just clicks, but also misses and skips), as well
as other contextual features such as query similarity, are
important in leveraging repetition and the behaviors asso-
ciated with it. Future work will consider richer feature sets
and long-term repetition of search results in, for example,
cross-session search tasks. In addition, it would be inter-
esting to explore repetition in other datasets such as those
released with the TREC session track.”
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