




A sub-field within machine learning based on 

algorithms for learning multiple levels of 

representation in order to model complex 

relationships among data.  

Higher-level features and concepts are thus defined 

in terms of lower-level ones, and such a hierarchy of 

features is called a deep architecture… (Wikipedia) 

What is “Deep Learning”? 
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Scientists See Promise in Deep-Learning Programs 
John Markoff 

November 23, 2012 

Geoff Hinton 

Rick Rashid in Tianjin, October, 25, 2012 



After no improvement 

for 10+ years by the 

research community… 

…MSR reduced error 

from ~23% to <15% 

(and under 7% for Rick’s 

demo)! 

Li Deng (MSRR), Dong Yu (MSRR), & 

Geoffrey Hinton (Utoronto); 

 

Frank Seide (MSRA) 

NIST Evaluations of Automatic Speech Recognition 



MSR Partnering w. Academia in Early Days 
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     Innovations at MSR (2009-2013) 
• Scale early successes to industry-scale speech recognition 

tasks 
• Grow output neurons from small context-independent states to large 

context-dependent ones  

• Extremely fast decoder online for voice search 

• Developed novel deep learning architectures & techniques: DCN/DSN, 
tensor-DSN, kernel-DCN, tensor-DNN, etc.   

• Engineering for large systems: 
• Expertise in deep learning, high-performance computing, and speech recognition 

• Close collaboration among MSRR, MSRA, & roduct teams, plus academic 
interns! 



Researcher Dreams Up Machines  

That Learn Without HumansNANDEZ 
06.27.13 

http://www.wired.com/wiredenterprise/author/dhernandez/





