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Interactive visual analysis 

Key question:  

• Which visual data deserves human attention? 

 

Data 

Vision 

algorithms 
Prediction 

Two examples: 

1. Supervised learning of object categories 

2. Unsupervised video summarization 

 



Visual recognition 

Recognition of objects, categories, scenes, activities 
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Novel test image 

The importance of data in recognition 

Best approaches today rely on discriminative learning 



• Dataset creation 

 [LabelMe - Russell et al. 2005, Caltech - Griffin et al. 2007, Image-Net – 

Deng et al. 2010, PASCAL VOC – Everingham et al.,…] 
 

• Gathering annotations from “crowds” 

 [Sorokin et al. 2009, Vijayanarasimhan et al. 2009, Deng et al 2009, Endres 

et al. 2010, Branson et al. 2010, Welinder et al. 2010, …] 
 

The importance of data in recognition 



Active learning for image annotation 
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Active learning for image annotation 
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Intent: better models, faster/cheaper 



Problem: “Sandbox” learning 

Thus far, tested only in artificial settings: 
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~103 prepared images 

 

• Unlabeled data already fixed, small 

scale, biased 

 

• Computational cost ignored 



Our idea: Live active learning 

Large-scale active learning of object detectors 

with crawled data and crowdsourced labels. 

 

Key technical challenge:  

How to scale active learning to massive unlabeled data? 

 

 



Current 

classifier 

Unlabeled data 

Sub-linear time active selection 

[Jain, Vijayanarasimhan, Grauman, NIPS 2010] 
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We propose a novel hashing approach to identify the 

most uncertain examples in sub-linear time. 
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H-Hash result on 1M Tiny Images 
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obtain the best accuracy 
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PASCAL Visual Object Categorization 

• “The” object detection benchmark 

• Original image data from Flickr 

http://pascallin.ecs.soton.ac.uk/challenges/VOC/ 

http://pascallin.ecs.soton.ac.uk/challenges/VOC/
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Live active learning 

[Vijayanarasimhan & Grauman CVPR 2011] 

For 4.5 million unlabeled instances,  

10 minutes machine time per iter,  

vs. 60 hours for a linear scan. 



Live active learning results 

PASCAL VOC objects - Flickr test set 

Outperforms status quo data collection approach 



 First selections made when learning “boat”: 

 

 

 

 

 

 

Ours: live active learning 

Keyword+image baseline 

Live active learning results 



Interactive learning for visual recognition 

Label propagation in video 
[Vijayanarasimhan & Grauman, ECCV 2012] 

Joint learning w/attributes 
[Kovashka et al. ICCV 2011] 

Choosing among annotation types 
[Vijayanarasimhan & Grauman, NIPS 2008] 

Budgeted batch 
[Vijayanarasimhan et al., CVPR 

2010] 

Active attribute discovery 
[Parikh & Grauman, CVPR 2011] 
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Interactive visual analysis 

Key question:  

• Which visual data deserves human attention? 

 

Data 

Vision 

algorithms 
Prediction 

Two examples: 

1. Supervised learning of object categories 

2. Unsupervised video summarization 

 



Goal: Generate a visual summary 

Output: Storyboard (or video skim) summary 

9:00 am 10:00 am 11:00 am 12:00 pm 1:00 pm 2:00 pm 

Wearable camera 

Input: Egocentric video of the camera wearer’s day 



Steve Mann 

2013 ~1990 



Potential applications of 

egocentric video summarization 

RHex Hexapedal Robot, Penn's GRASP Laboratory 

Law enforcement Memory aid Mobile robot discovery 



Prior work 

• Egocentric recognition 
 

[Starner et al. 1998, Doherty et al. 2008, Spriggs et al. 2009, Jojic et al. 2010, 

Ren & Gu 2010, Fathi et al. 2011, Aghazadeh et al. 2011, Kitani et al. 2011, 

Pirsiavash & Ramanan 2012, Fathi et al. 2012] 

 

• Video summarization 
 

[Wolf 1996, Zhang et al. 1997, Ngo et al. 2003, Goldman et al. 2006, Caspi et 

al. 2006, Pritch et al. 2007, Laganiere et al. 2008, Liu et al. 2010, Nam & Tewfik 

2002, Ellouze et al. 2010] 
 

 Low-level cues, stationary cameras 

 Consider summarization as a sampling problem 



Our idea: 

Story-driven summarization 

Good summary captures the progress of the story 

1. Segment video temporally into subshots 

2. Select chain of k subshots that maximize both weakest 

link’s influence and object importance 

 

[Lu & Grauman, CVPR 2013] 



Egocentric subshot detection 

In transit Head moving ~Static 

• Train classifiers to predict these activity types 

• Features based on flow and motion blur 

Define 3 generic ego-activities: 



Egocentric subshot detection 
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Subshot selection objective 

Good summary = chain of k selected subshots in which each 

influences the next via some subset of key objects 

influence importance diversity 

Subshots … 



Document-document influence 
[Shahaf & Guestrin, KDD 2010] 

 

Connecting the dots between news articles. D. Shahaf and C. 

Guestrin. In KDD, 2010.  



Estimating visual influence 
s
u

b
s
h

o
ts

 
o

b
je

c
ts
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subshot i, via any object o 
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node 

[Lu & Grauman, CVPR 2013] 



Subshot selection objective 

Good summary = chain of k selected subshots in which each 

influences the next via some subset of key objects 

influence importance diversity 

Subshots … 



distance to hand frequency distance to frame center 

Egocentric features: 

Learning object region importance 

[Lee et al. CVPR 2012] 



distance to hand distance to frame center frequency 

Egocentric features: 

Region features: size, width, height, centroid 

Object features: 

surrounding area’s appearance, motion 
 [                  ] 

candidate region’s appearance, motion 
 [                  ] 

“Object-like” appearance, motion overlap w/ face detection 
[Endres et al. ECCV 2010, Lee et al. ICCV 2011] 

Learning object region importance 

[Lee et al. CVPR 2012] 



Egocentric video datasets 

UT Egocentric (UTE) 
[Lee et al. 2012] 

 

 

 

 

 

 

 

4 videos, each 3-5 hours long, 
uncontrolled setting. 
  

 

Activities of Daily Living (ADL) 
[Pirsiavash & Ramanan 2012] 

 

 

 

 

 

 

 

 
 

20 videos, each 20-60 minutes, daily 
activities in house. 
 

 



Human subject results: Blind taste test 

Data Uniform sampling Shortest-path Object-driven 

UTE 90.0% 90.9% 81.8% 

ADL 75.7% 94.6% N/A 

 

How often do subjects prefer our summary? 

34 human subjects, ages 18-60 

12 hours of original video  

Each comparison done by 5 subjects 

 

Total 535 tasks, 45 hours of subject time 
[Lu & Grauman, CVPR 2013] 



Our summary (12 frames) Original video (3 hours) 

Example keyframe summary 



Automatic storyboard maps 

Augment keyframe summary with geolocations 

[Lee et al. CVPR 2012] 



Summary 

• Learn to focus human attention on the right data 

– Actively train object detector with human in the loop 

– Summarize videos for fast human consumption 
 

• Key challenges 

- Predicting what is important 

- Scaling to large-scale data collections 
 

• Semi-automating computer vision  new applications 

in large-scale visual analysis 


