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Computation & memory

Data & connectivity

Learning & reasoning prowess

Opportunities & directions



I. Beinlich, et al
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New access to large amounts of data

Procedures for learning predictive models

*



*

Causality from observations (sometimes)



Best actions under uncertainty

Data

Decision Model

Decisions

Predictive Model

Predictions



Causality

Active learning

Lifelong learning

Deep learning
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Conversational Speech: Switchboard Corpus

Range of error in human transcription

?



Ambient, “in-stream” data resources

Example: Lac Kivu earthquake, Congo 

Rwandan call densities: 6 days, 140 towers, 10.5m calls



Learning & prediction in daily use

Desktop …and on the go

In car 

Living room

Windows Superfetch



maps.bing.com *  m.bing.com
72 cities across North America

Flows assigned to ~60 million streets every few minutes
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Case library

~1,000,000 km

~100,000 trips







Shotton, J., Fitzgibbon, A. ; Cook, M. ; Sharp, T. ; Finocchio, M. ; Moore, R. ; Kipman, A. ; Blake, A. 
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Prior work on segmentation & object recognition

J. Shotton, J. Winn, C. Rother, A. Criminisi



Prior work on segmentation & object recognition

J. Shotton, J. Winn, C. Rother, A. Criminisi



Healthcare

Complementary computing

Integrative intelligence





!

With M. Bayati, M. Braverman, P. Koch, K. Mack, M. Gillam, M. Smith, R. Cazangi, J. Gatewood, With M. Bayati, M. Braverman, P. Koch, K. Mack, M. Gillam, M. Smith, R. Cazangi, J. Gatewood, PD Singh.



 ~20% within 30 days

 ~35% in 90 days

 Estimated cost to Medicare in 2004: 

$17.4 billion



Washington Hospital Center (Wash DC)

All visits during the years 2001 to 2009                         
(e.g., ~300,000 ED visits)

Admissions, discharge, transfer (ADT)

Chief complaint in free text 

Age, gender, demographics

Diagnosis codes (ICD-9)

Lab results and studies

Medications

Vital signs

Procedures

Locations in hospital

Admitting and attending MD codes

Fees and billing 

~25,000 variables considered in dataset





False positive rate
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Weight Feature description Frequency
0.68398 Dx0->2 = Excessive vomiting in pregnancy 0.31%

0.61306 Dx3->2 =  Personal history of malignant neoplasm 0.28%

0.58281 Dx0->2 = Heart failure 0.30%

0.56708 Dx0->1 = Nephritis, nephrotic syndrome, and nephrosis 0.09%

0.56649 Dx3->2 = Heart failure 0.28%

0.54663 Complaint sentence contains ''suicidal'' 0.17%

0.48415 Dx1->2 = Disorders of function of stomach 0.07%

0.47257 Dx5->0 = Diseases Of The Genitourinary System 0.15%

0.46136 Dx0->2 = Chronic airway obstruction, not elsewhere classified 0.10%

0.44555 Dx4->2 = Depressive disorder, not elsewhere classified 0.10%

0.44257 Stayed 14 hours in the ER 0.10%

0.43890 Dx0->1 = Other psychoses 0.32%

0.43513 Dx0->0 = Diseases Of The Blood And Blood-Forming Organs 0.46%

0.42582 Complaint sentence contains ''dialysis'' 0.19%

0.41888 Dx0->2 = Depressive disorder, not elsewhere classified 0.27%

0.41302 Dx1->1 = Nephritis, nephrotic syndrome, and nephrosis 0.29%

0.38506 Complaint sentence contains ''fluid'' 0.10%

0.37474 69 < Age 9.22%









 Automation            expert handholding?

 Data differences  universal schema

 Cross-site learning & sharing  

Predictive Modeling Research

Predictive Platform

Cases
Model Model Model

Policy Policy Policy

Predictive Platform

Cases
Model Model Model

Policy Policy Policy



ED discharge  Inpatient within 72 hrs, 30 days

Inpatient discharge  Inpatient within 30 days

CHF discharge  CHF inpatient within 30 days

Inpatient  infection within 48hrs, 72hrs, stay

Death within 30 days 

New kinds of models: Surprise



Predict surprising outcomes

With J. Gatewood, P. Koch, M. Bayati, M. Braverman

“The patient you’re discharging now will likely return within 

3 days with a 10 dx that is not currently on the chart.”



1 in 20 hospital visits, ~$20 billion/yr. 

5% death (top 10 cause of death in US)

Predicting C.Difficile < 48 hrs

With J. Wiens, J. Guttag, et al.

Hospital-Associated Infection



Susceptibility Exposure

Infection

NIPS 2012



Susceptibility 

(t)
Exposure

(t)

Infection, t

NIPS 2012



Susceptibility 

(t)
Exposure
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Infection, t

Area under curve 0.69   .80 [time]
NIPS 2012



NIPS 2012
Area under curve 0.69   .80 [time]

Susceptibility 

(t)
Exposure

(t)

Infection, t

Space & time



Predictions

Data

Decisions

Outcome?

Intervene?

?

A+

A-

p(Readmit | E)



Most frequent dx for hosp. Medicare patients

• 6–10% of folks over 65

• $35 billion/yr US

MSR: M. Bayati, M. Braverman, E. Horvitz  

WHC: G. Ruiz, M. Smith, K. Mack  

Decision: 

Invest in post-discharge 

program for patient?

Multiple interventions 

proposed.



Train: 4,485 hospitalizations for CHF, 2004-2007  

Testing: 1,319 hospitalizations for CHF, 2008

Mean stay: 8.4 days  

Mean cost: $18,435

Decision model: Probability threshold on 

predicted likelihood of readmissions for 

enlistment in special program. 



Probe the expected value of fielding a system(!)
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Prediction-centric action: train: 2004-2007, test: 2008
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On vision of human-computer symbiosis

Machine learning & inference to leverage

contributions from machine & human



Apply machine learning and decision making to 
combine human & machine perception 



Volunteer DB: 886k galaxies, 34m votes, 100k, people

Sloan Digital Sky Survey:

~106 galaxies, ~120k quasars, ~225k stars



Machine learning, prediction, action

Machine

perception

Human 

perception

Machine learning for fusion & task routing 

Learn from machine vision & votes



~450 features

Machine learning, prediction, action

E. Kamar, S. Hacker, P. Koch, C. Lintott, H.

Ideal fusion, routing, stopping

Machine learning for fusion & task routing 

Learn from machine vision & votes

Machine

perception
Human 

perception



453 features



Task features

Vote features

Object model assesses 
likelihood of world state

Vote model predicts worker 
assessments



New efficiencies, stopping criteria

Computer Vision

Activity

Correct 

answer

Experience



Computer Vision

Experience

Activity
Correct 

answer



New efficiencies, stopping criteria

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

0.86

0.88

0.9

0.92

0.94

0.96

0.98

1

0.1 0.05 0.01 0.005 0.001 0.0005 0.0001

p
e

rc
e

n
ta

ge
 o

f 
vo

te
s 

co
lle

ct
e

d

ac
cu

ra
cy

cost per worker

23%
votes
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Full accuracy with 47% of votes



With Dan Bohus, Ece Kamar, Paul Koch, Anne Loomis Thompson



Learning Inference

NLP

Vision

Speech 
recognition Planning

Motion control

Speech 
generation

Localization

Leveraging tapestry of components

Understanding synergies & dependencies

Whole more than sum?

Whole >> i part i ?







shuttle



What can I do 

for you?

shuttle



Are the two of 

you together?

shuttle



Who else needs

a shuttle?

shuttle



system

user

active interaction

suspended interaction

other interaction
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Active Suspended

Engage({1},i1)

Maintain({1},i1)

Engage({2},i1)

Engage({1,2},i1)

Disengage({1,2},i1)

Engage({3},i2) Maintain({3},i2) Disengage({3},i2)

Engage({1,2},i1)

Maintain({1},i1)

Disengage({1},i1)

Active

Active

Active

Track conversational dynamics

Make turn-taking decisions



wide-angle camera

4-element microphone array

touch screen

card reader

speakers

Speech

Synthesis

Output

Management

Avatar

Synthesis

Behavioral control

Dialog management & 

Interaction Planning

Tracker
Speech

Recognition

Conversational

Scene

Analysis

Machine learning about interaction

Models of user frustration, task time

Receptionist









ES
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EI
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SEA

ES
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EI

A

Γ

G

A

G

EA

SEB

sense

think

act

Ψ

Γ
high-level

information
ES = engagement state

{ engaged, not-engaged }

EA = engagement action

{ maintain, disengage, 

engage, no-action }

EI = engagement intention

{ engaged, not-engaged }

Ψ = all sensory evidence

SEA = system engagement action

{ maintain, disengage, 

engage, no-action }

SEB = system engagement behavior

{ glance, greet, excuse-me, etc. }

G = high-level goal

{ shuttle, register, other }

A = high-level activity

{ interacting, waiting-for-receptionist

waiting-for-other, passing-by }

Γ = grouping information

SEA = π(ES, EA, EI, G, A, Γ)

EI EI





P: arrow indicates

direction of

attention

P: P is an addressee

P: P has floor

P: P is the target of

the floor release

P: P is speaking

P: P is releasing the 

floor

P: P is trying to take

the floor (performs 

TAKE action)

indicates system’s

gaze direction



Email

Vmail Calendar

Location

Face ID

Room acoust.

Perception, learning, reasoning components

Prediction about presence

Prediction of cost of interruption

Prediction about forgetting

Prediction of message urgency

Multiparty Engagement & Dialog













Project 3E







Applications of sensing, learning, and 
reasoning still in infancy

Unprecedented value to people and 
society

Principles  Applications  Principles …







Clarity, preferences, and handles

Decision-theoretic mediation

Differential privacy 

Protected sensing & personalization

…and optimismUrgency



 Email 

 Documents

 Web activity

 GPS, wifi

.

.
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Results from web search engine

Personalized

ranker

Content & activities 

store

With J. Teevan and S. Dumais
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