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Abstract — Motivated by poor network connectivity ~ To understand this connectivity, we conducted detailed
from moving vehicles, we develop a new loss recoveryneasurements of multiple technologies. Consistent with
method called opportunistic erasure coding (OEC). Urearlier findings [34, 18], we find that WWAN paths of-
like existing erasure coding methods, which are obliviouter poor service from moving vehicles. They have high
to the level of spare capacity along a path, OEC tranglelays and frequently drop packets. Occasionally, they
mits coded packets only during instantaneous openingsiffer “blackout” periods with very high loss rates. Thus,
in a path’s spare capacity. This transmission strategy epeor application performance is only to be expected.
sures that coded packets provide as much protection as To improve user experience, we must mask losses from
the level of spare capacity allows, without delaying omapplications and offer them a more reliable communica-
stealing capacity from data packets. OEC uses a novel etien channel. While numerous loss recovery schemes ex-
coding that greedily maximizes the amount of new datast, we find that they fall shortin this environment. Exist-
recovered by the receiver with each coded packet. Wag schemes can be categorized as either retransmission-
design and implement a system call@driBus that uses based (ARQ) and erasure coding based. Retransmission-
OEC in the vehicular context. We deploy it on two busedased schemes perform poorly because of the high delay
for two months and show th&turiBus reduces the mean in receiving feedback from the receiver.
flow completion time by a factor of 4 for a realistic work- ~ Proactive erasure coding is more appropriate in high-
load. We also show that OEC outperforms existing losdelay scenarios but existing schemes (e.g., Maelstrom [2],
recovery methods in a range of lossy environments.  CORE [23], LT-TCP [41]) have a basic limitation: they

are oblivious to spare capacity along a path. For a given
1. Introduction set of data packets, the number_of erasure (_:oded packets
) ~sentdoes not depend on the available capacity of the path.
~ Internet access on-board buses, trains, and ferries|ishis coding redundancy is low, existing schemes do not
increasingly common. Many public transit agencies proprovide sufficient protection even though there may be

vide this access today [48, 46, 14]. Itis seen as an addgfare capacity in the system. Ifitis high, valuable capac-
amenity that boosts ridership, even in the age of the 3fg, js stolen from data packets.

smart phones [28, 35]. Corporations also provide such |n this paper, we explore a new point in the design
access on their commute vehicles [45, 47]. For instancgpace of erasure coding and evaluate it in the vehicular
over one-quarter of Google’s employees in the Bay Aregontext. Our method, called opportunistic erasure coding
use such connected buses [45]. By all accounts, ridef§Ec), dynamically adjusts coding redundancy to match
greatly value this connectivity. _ the spare capacity of the path at short time scales. Match-
Our work is motivated by our experiences of poor pering at short time scales is important because, as we show
formance of such connectivity and those of other users [43e traffic is highly bursty. Matching coding overhead to
44]. Experiences with its commuter service led Microsofhverage spare capacity is not sufficient, as it can lead to
to pre-emptively warn the riders that “there can be |ap5‘?’§gnificant short-term mismatches.
in the backhaul coverage or system congestion” and sug- 1o match coding redundancy to spare capacity at short-
gest “cancel a failed download and re-try in approximateljme scales, OEC sends coded packets opportunistically,
5 minutes.” Despite increasing popularity and a uniqugased on an estimate of bottleneck queue length. Coded
operating environment, the research community has pa{ﬁackets are transmitted as soon as and only when the
little attention to how to best engineer these networks. queue is deemed empty. Thus, OEC does not delay data

Figure 1 shows the typical way to enable Internet agyackets and yet provides as much protection as available
cess on buses today. Riders use WiFi to connect to a pacity allows.

vice on the bus (e.g., [13]), which we c&tinProxy. The To make the best use of such opportunistic transmis-

device provides Internet access using one or more linkgons, we construct coded packets using a greedy encod-
based on wide-area wireless network (WWAN) technolomg that maximizes the expected number of data packets
gies such as EVDO or HSDPA. The key to applicationecovered using each coded packet. Our encoding can

performance in this setup is the quality of connectivityye considered a generalization of Growth codes [19] that
provided by the WWAN links.
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explicitly accounts for the information available at the re

ceiver while constructing the next coded packet. In conFigure 2: (a) Loss rate for paths to the buses. Thg-axis
trast, conventional erasure coding methods such as Re@@gins at 50%. (b) Path round trip times (RTT).

Solomon [33] or LT [24] aim to minimize the number of

packets needed at the receiver to recover all data. But

when the required threshold of packets are not received .
they recover very little data [36]. In a highly dynamicOf data. Figure 2(a) shows the CDF of loss rates, aver-

environment, it is difficult to guarantee that the require ged OV?I_LS second |g§erv?ls, frr]om t_he_lwwebd hhosft to t/f\\/e
threshold number of packets will be sent, let alone re-usei' b ehreveI:se |re|c lon V?/lsMsml.ar € avu;]r. i fe
ceived. Thus, these codes are not suitable for our use. S€€ that both paths are lossy. WiMax is worse—half o

The combination of opportunistic transmissions and'® intervals experience some packet loss, and 15% suf-
our encoding means that OEC greedily maximizes goode! OVer 10% loss. For EVDO, 97% of the intervals see

. .. . . 0, 0
put with each packet transmission. OEC retains this prof> loss, but 2% suffer over 10% loss. Note that these

erty even when data is spread across multiple paths wi fiSses are measurgd .a.t the IP Iayer and repr_esent cases
disparate loss and delay. We accomplish this throu here Iow—IeyeI rellablllty_ mechanlsms (e.g., link-layer
delay-based path selection [9]: each data packet is s n'I:'C) have fa|leq. Th:y W'Il.l bke experienced by TCP con-
over the path that is estimated to deliver it first. nections traversing these links. .

We design and implement a system cattedisus that Our observations are consistent with other WWAN
applies OEC to the vehicular context. We deplayisus studies [22, 18]. These studies also find that most losses

on two buses for two months. Each bus is equipped wit re not. dug t? congestlop b.Ut ch.r dlue to p}lr.ople;nslln-
two WWAN links, one EVDO and one WiMax. erentin wireless transmissions. Wireless collisions wit

Our evaluation using this deployment as well as Con(_)ther WWAN clients are not an issue; unlike WiFi, the

trolled experiments show thaturiBus is highly effective WWAN MAC protocols prevent such collisions. .
over a range of network conditions. In our deployment Figure 2 shows the.CDF of RTT for each provider.
it reduces the mean flow completion time for a realisB_Oth prov!ders have high dglay. qu EVDO, the me-
tic workload by a factor of 4 compared to the curren lan RT_T is 150 ms. For W|Max_, itis rc_)u_ghly .40 ms.
practice of not using any loss recovery method (beyon ven this lower (_)f the tW(.) delays is surprising given th_at
end-to-end TCP). Compared to using retransmissions € path end points are in th? same .C't.y We find using
capacity-oblivious erasure coding, OEC reduces the mefﬂfwemu.te that nearly all of this delay is inside the wire-
flow completion time by at least a factor of 1.4. Ess carriers networks; in fact, a S|gn|f|c§nt fracuonqs t
the first IP-level hop from the wireless client. Details of
. this experiment are in our extended report [27]. This high
2. Target environment delay has implications for how losses can be masked.

We begin by characterizing the network and workload We also see that the two links have disparate loss and
in our target environment. To understand the connectivitgielay characteristics. This disparity creates significant
provided by WWAN links to moving vehicles, we use twocomplications if we want to use them simultaneously. For
buses that ply around the Microsoft campus from 7 AMnstance, the factor of three difference in the path RTTs
to 7 PM on weekdays. Each bus has a computer equippedplies that a scheme like round robin will perform poorly.
with an 1XEVDO (Rev. A) NIC on Sprint’'s network and a It will significantly reorder packets and unnecessarily de-
(draft standard) WiMax modem on Clearwire’s network.lay some packets even though a shorter path exists. Send-

ing all data on the shorter path may not be possible due
2.1 Network path characteristics to capacity constraints, and as is the case in our setup,

We characterize path quality by sending packets b%\he lower delay path may have more loss. Using multiple

tween the bus and a computer connected to the wired
ternet. A packetis sent along each providerin each dir
tion every 100 ms. Our analysis is based on two wee

nks from the same provider can alleviate the disparity in
eg_auh properties, but it also reduces reliability because of
lg,sorrelated losses [34].



1500 3.1 Retransmission based methods

gé 1000 One way to combat packet loss is by having the sender
8 500 retransmit lost packets based on feedback from the re-
= 0 ceiver. This method is used, for instance, in TCP and its
0 200 400 600 800 1000 variantst However, retransmission based recovery is too

100 ms time intervals slow in settings with high delays. Loss recovery takes at

least 1.5 times the round trip time (RTT). We show later
that this delay leads to poor performance.
2.2 \Workload characteristics Some methods reduce this delay by isolating the lossy

Figure 3: Traffic from Internet to clients

edcp (1], Flow A tor [7], Ack Regulator [8 i
They have the setup shown in Figure 1, with one Sprinli- [L], Flow Aggregator [7], Ack Regulator [8]) or us

based 1XxEVDO NIC. We sniffed the intra-bus WiFi net- ng additional proxies (e.g., Split TCP [21]). We cannot

K for t ks t ¢ kets that ¢ fﬁfe these techniques because we do not have access to the
work for two Weeks 10 capture packets that are sent anf e |ess carrier's infrastructure. As long as we are gittin
received by the riders.

. ) . . outside this infrastructure, the lossy segment of the path
We find th"."t this wquload is dominated by short TCRuill have high delay as well. Thus, the performance of
flows [27] which are highly vulnerable to packet loss. |

) ; . ttechniques like Split TCP is similar to using an end-to-
is also highly bursty, as illustrated by an example 10051d TCP connection. We have verified this behavior via
second period in Figure 3. The average load over the e@i(periments in our setting

tire tra}ce is quite low, only 86. Kbps, which implies that Tsao and Sivakumar propose to retransmit lost TCP
there is ample leftover capacity aI_ong these paths on a¥égments on one interface via another [42]. Their pro-
erage. However, short-term Ioad_ls qftgn gbove_l MbPHosal does not use coding is limited to mobile phones,
which indicates short-term capacity limitations given th equiring significant changes to TCP stacks on both ends.
throughputthat EVDO can achieve. This burstiness means

that short-term spare capacity is bursty as well and ¢

differ substantially from the long-term average. ¥2 Erasure coding methods

In environments with high delay, erasure coding is a
better fit [2]. Erasure coded packets are sent proactively
to guard against losses. However, existing erasure coding

In summary, we characterize our network environmenethods are capacity-oblivious. Systems such as Mael-
as follows: (i) paths are lossy; (i) paths have high delaystrom [2] or CORE [23] transmit a fixed number of coded
such that timely feedback on packet loss is not availablgackets for a given set of data packets. If their coding
(iii) the workload is highly bursty such that while there gyerhead is too low, they do not provide sufficient pro-
is plenty of capacity available on average, the utilizatiofection even though there may be excess capacity in the
can approach 100% at short time scales; and (iv) if multisystem. If it is too high, they hurt goodput by stealing
ple paths are used, different paths may have different loggpacity from data packets.
and delay properties. Even adaptive systems such as MPLOT [38] or LT-

Improving application performance in this environmentcp [41] adapt to path loss rate and not to spare capacity.
requires that we reduce packet loss experienced by appased on the expected loss rate, they add enough redun-
cations. We could urge the wireless carriers to further i”Uancy such that data is delivered with a high probability.
prove the IOWer'layer rel|ab|l|ty mechanisms and handoféut because losses as well as spare Capaciw are bursty,
protocols. This is a long-term proposition that requiregt any given time these systems too can provide insuffi-
significant investment and does not help today’s usergjent protection even though spare capacity exists or hurt
We thus build a high performance system on top of EXiSboodput when there is capacity pressii@2).
ing unreliable connectivity. Improvements to lower-layer e argue that the most effective way to protect against

2.3 Discussion

connectivity are complementary to our approach. losses is to usall spare capacity [26]. However, the
bursty nature of traffic and thus of spare capacity implies
3. Limitations of existing options that it is not sufficient to match the level of redundancy to

average spare capacity. The short-term mismatch can be

There has been much work on improving applicationqificant, leading either to insufficient protection or to
performance over lossy paths. The set of proposed schemes

can be broadly classified as those that use retransmissioi#®me experimental TCP variants do not reduce sending rate
and those that use erasure coding for non-congestion losses, but their reliability mechamis still
' based on retransmissions.




overload. Hence, we develop opportunistic erasure cotie throughput (i.e., rate of unique + non-unique data).
ing (OEC) that provides as much protection as the availWhether it maximizes goodput depends thus on the order
able capacity allows at short time scales without hurtingnd contents of the packets sent. In terms of order, strictly
data packets. prioritizing data packets, as we do above, is optimal. The
Rateless erasure codes such as LT [24] can generageeption of a data packet provides one new data packet
an unlimited stream of coded packets, but they are ntd the receiver and of a coded packet provides less than
complete erasure coding systems. One must still decidae on average [24]. Some coded packets may yield more
when and how many coded packets to transmit. We algban one but the average yield will be less than one. Fi-
point out later why these codes are inappropriate if oneally, each coded packet is constructed to maximize the
wanted to opportunistically use leftover spare capacity. amount of new data recovered by the receiver. Thus, in
combination, no other protocol can achieve higher good-
4, Opportunistic erasure coding put at each step, without future knowledge.
: : . A To implement this protocol, we need two capabili-
OEC is meant for lossy environments in which timely ies. First, we need a method to estimate when the bottle-

feedback on which packets were lost is not available tg S . ;
neck queue, which is not necessarily local, will be empty.

the sender. Our current design assumes that all packq_tﬁ .
. ) ; [he knowledge of path capacity and past data and coded
are equally important; extending OEC to unequal IorOte%ransmissions lets us estimate the number of OEC packets

tion (e.g., for video codecs) is a subject of future work. : . .
An ideal goal for an erasure coding scheme in a settin t the bottleneck at any given time. We can then transmit
with short TCP flows is to minimize connection comple- oded packets such that they reach the bottleneck when

tion time, as that directly impact user experience. Howiere are no other packets. This way, coded packets al-

ever, no practical method can achieve this goal when trafay's defer_to data_ p_ackets and delay th_em by at most one
acket, while providing as much protection as the amount

fic, losses, and path capacity are highly dynamic. We thLPsf .

modulate our goal to be greedy goodput maximization®’ SP€ capacity allows.

each transmission should maximize the amount of new In the extreme case where data packets are generated

data at the receiver. We show later that this strategy Ieagga rate faster than CapaC|ty.for an e?‘tef‘ded P er|0d., OEC

to significant reduction in connection completion time. sends no coded packets. This behavior 'S OP“”_‘a' with re-
OEC requires an estimate of the usable capacity apect to our goal ofgreedy goodput maximization. HOW.'

the path. This capacity is not necessarily the physiceﬁver’ a certain fracu_on of cod_eq packets can be ea_sny

capacity of the path but is what the OEC traffic can us dded to the stream if some minimum protection against

along the path without hurting others. It may be either beoss is desirable at all times. Note, however, that if the

configured or estimated. RwriBus, we estimate it using a en?a Tgtsetsisa[]enllijlfel?g tgns?:&rﬁnﬂeﬁﬂgisggnaﬁm;gl{ ;2e
technigue based on recent bandwidth measurements to%}% Y y g pactty

(85.2). It can also be estimated using other techniques; ended period if the_k_)ss_ rate expene_nced IS h_|gh.
e.g., those similar to TCP Vegas [4]. The second capability is an encoding technique that

. : . . aximizes the amount of data with each coded packet.
We first describe how OEC functions in the case O(Eon entional erasure codes, whether rateless (e.g., I [24
one path between the sender and receiver and then vent u W 9.

e- ;
scribe the generalization to multiple paths. or not (e.g., Reed-Solomon [33]), cannot be used for this

purpose. These codes are designed for efficient recovery.
4.1 Single path case They se_ek to minimize the number of packets needeq at
the receiver to recover all data. But they recover very lit-
Consider the following idealized protocol, of whichtle if fewer than the needed threshold number of packets
OECisa praCtical instantiation. This prOtOCOI views netare received [36] In our Setting’ with bursty data arriya|s
work path as a communication channel whose bottlene(we cannot even predict how many coded packets can be
capacity matches the given usable capacity. It transmigansmitted, let alone how many can be received.
new data packets as soon as they are generated by the apwe develop an encoding that greedily maximizes the
plication. If new data is being generated at a rate fasteixpected amount of new data recovered by each coded
than the channel capacity, it will be queued at the bottlgyacket. It does that by explicitly accounting for what in-
neck. The protocol transmits an erasure coded packet ggmation might already be present at the receiver. Con-
soon as and only if the packet will find an empty queusyentional codes do not consider receiver state at interme-

In this way, it uses for coded packets any and all leftgiate points in time. We describe our encoding next.
over capacity at short time scales. Finally, it encodes each

coded packet in a way that maximizes the amount of new )
data recovered at the receiver. 4.2 Greedy encoding

We argue that this protocol greedily maximizes good- Consider a point in time when the sender has sent a
put. By using all capacity, it achieves the highest possiwindow W of data packets and some coded packets con-



(1] [P ] [Pa ] [Pa] [7F7] many packets should be XOR'd [10]. Suppose the sender
Sender A XORs ¢ data packets. The probability that this coded

packet will yield a previously missing data packet at the
Receiver '~ o @ @ S~e receiver equals the probability that exactly one out of the

¢ packets is missing. Thus, the expected yield of this
Figure 4: lllustration of our coding system. Data packets coded packet is:
P3 and P4 are dropped in transit. The receiver is able to V() = (1—r) . re1 1)
recover P3 after it receives coded packet P1+P2+P3.

To maximize the expected yield, we have:

structed per our scheme. The sender has not received any ¢=—1/n(r)
feedback from the receiver about the packetdlinand  This result can be intuitively explained. Observe thist
so it is unaware of the exact fate of each data packet. (Inversely proportional te. If the fraction of data pack-
5.1, we describe howV is updated as the sender sendgts at the receiver is low, we construct a coded packet by
data and coded packets and receives feedback from tR®OR-ing few data packets. For instance, if most packets
receiver.) The receiver has a given data packet eitherdire missing, the best strategy is to encode only one packet
it received the original transmission of the data packet qi.e., send a duplicate); coding even two is sub-optimal as
if it recovered the packet using a subsequent coded trarthe chance of both being absent and nothing being recov-
mission after the original transmission was lost. An exered is high. Conversely, if a higher fraction of packets
ample is shown in Figure 4. are present at the receiver, encoding more packets recov-
Now, the sender has an opportunity to send one moegs missing data faster.
coded packet. Our aim is to construct a coded packet Thus, the sender randomly selectsx(1, Lﬁj) data
that is “most useful” to the receiver. To keep encodingackets to XOR. We round down because including fewer
and decoding operations simple, like several other erggta packets is safer than including more.
sure codes (e.g., LT [24], Growth [19], Maelstrom [2]),
we construct coded packets by XOR-ing data packetg. 3 Generalizing to multiple paths
Further, to keep analysis simple, we assume that the re- . .
) : . . OEC can be generalized to the case where transmis-
ceiver discards coded packets that cannot be |mmed|atel?/ ; o
. . , Stons are spread over multiple paths with disparate loss
decoded using the data packets that it has received or ie- - . s
. . : nd delay characteristics, while maintaining the greedy
covered in the past. The implementation can buffer suc

packets and decode them later, but we found that this Opgpodput maximization property.
o X . o o . In the presence of multiple paths, we send each data
mization brings little additional gain in our environment.

Thus, to construct a coded packet, the sender must eacket along the path that currently offers the least de-

cide which data packets to XOR such that the resultin 3y [9], which is judged using estimates of queue length
‘a p . . o gnd propagation delay. We continue to send traffic along

coded packet is likely to y_|eld a previously missing dat he fastest path until queuing increases its delay to the

packet when decoded using data packets already at e(\e/el of the next fastest path, and so on. This method

receiver. From a sender’s viewpoint, the optimal solution . L L

to this problem depends on the probability of each dat%aturally generalizes striping mechanisms such as round

packet being available at the receiver. This probability igobm o the case of paths with different delays and ca-

in general different for different packets. It depends Org)acmes. It minimizes average packet delay, and makes

the path loss process, and the precise sequence of col® rdering less likely. Variations and mis-estimations of

. . . ath delay can still lead to some reordering, which we
packets transmitted thus far. It is computationally har andle using a small sequencing buffer. Coded packets
for the sendet) to track these probabilities, as the num- g a 9 : b

ber of possible combinations grows exponentially; anare sent as before, when spare transmission opportunities

. : o open up along any path.

#) optimally encode based on individual probabilities. pWe grgue ?hat )t/hF()a use of delay-based striping in OEC
For_ tractability, the sender makes a simplifying as, reedily maximizes goodput. Let there bepaths be-
sumption that each data packet has the same prObab”%}een the two proxies and let the capacity, delay, and

r, of being present at the receiver. We explored heuriﬁ(—)SS rate of path be c;, d; and p; respectiv'ely Tr,1e
tics that account for different per-pa(_:ketprobaplhtm least delay selection policy then creates a virtual path

ligible for loss rates and encoding windows sizes that Og/yhose capacity is equal to the sum of the individual ca-

cur in practice. I§5.1, we describe how the sender carPaC'tles' delay is less than the maximum individual delay,

estimater based on path loss rate and past transmission‘f’lsr.]d the loss rate is the weighted average of individual loss

With this assumption, the problem of determining thé 2t€S [9]]; That*LSC - _Zi:l ¢i,» D < maxi_, d;, anfj
composition of an ideal coded packet boils downs to how’ < >i_; —Z?Llcf This combination is optimal with



One or more WWAN links
(e.g., EVDO, WiMax)

aNiFi W §
8/‘%/ ’ e (W] =1)-r+ (1 =p)/|W|

O K LanProxy wherep is a rough estimate of the loss rate of the path

Figure 5: The architecture of PluriBus. It uses OEC be- @longwhichthe packetis sent. Receivers estimaiging

tween the two proxies and can combine multiple WWAN —an exponential average of past behavior and periodically
links for additional capacity. inform the sender of the current estimate. Burstiness of

losses can complicate the task of estimating loss rates.
Our experiments show thaturiBus is robust to the inac-
respect to goodput [9]. OEC on top of this virtual pathcuracies that we find in practice [27].
greedily maximizes goodput, as it does for a single path. i) When a coded packet, formed by XOR-inglata
packets, is sent})’ does not change, andis updated to
4.4 Applying OEC reflect the probability that the coded packet is received,

Applying OEC in an environment requires three tasks2nd Yielded a new packet. That is:
i) specifylW andr for greedy encodingii) estimate the re (W] + (1—p)-Y()/(W])
bottlengckdquel;](.e.Ie_?gthlt_o Igwdehwher_] code(_j packets aWhereY(c) is the expected yield of the packet (Eg. 1).
transmitted; andit) if multiple paths exist, estimate cur- 1i1) When the receiver returns the highest sequence

][ent delﬁl)(/jalong eiCh’ ?/(\)/th(?t thgt:east ldelat)]/ path is usﬁgmberthat it has received, which is embedded in packets
or each data packet. We describe below how we COI.?fowing in the other direction§6.4), packets with lower

duct these tasks in the vehicular environment, which ISy equal sequence numbers are purged fiBrWe reset
particularly challenging because it is highly dynamic.

OEC is designed to use all spare capacity to improve
user performance. As such, it is more appropriate for sefn
tings wherei) the underlying transmission channel iso-
lates users from one another, as is the case for WWA
MACs; ii) the incremental cost of sending data is small
as is the case with fixed-price, unlimited-usage data pla
We revisit this issue if§ 5.5.

1) When a new data packet is sent, it is inserte@in
and thenr is updated to reflect the probability that the
new packet is received. More precisely:

VanProx
L
4.

The purge fromiW ensures that the sender encodes
y over data packets generated roughly in the last round
rip time. Because higher-layer protocols such as TCP
etect losses and initiate recovery at this time-scale, it
avoids duplicate recovery of packets. Thus, even though
"BeC logically uses all spare capacity, in practice it may
not. No coded packets are sent whé&nis empty, that is,

no new data packets have arrived in the last RTT.

5. PluriBus: OEC in moving vehicles

Figure 5 shows the architecturemiriBus. The Van- L .
Proxy is equipped with one or more WWAN links. All . we maintain an estimate of queue length along a path
packets are relayed through LanProxy, which is Iocate'f@ terms_ of thetime requlre_d for th_e _b_ottleneck queue to
on the wired Internet. Such relaying allows us to mask ully drain our packgts_. Itis zero initially and is updated
packet losses on the wireless links without modifying th@fter packet transmissions:
remote computers to rurluriBus. OEC is used between 0 (PacketSize  PathCapacity)
the two proxies for data flowing in both directions. maz (0, Q — TimeSinceLastU pdate)

We describe below how we accomplish the three tasks

for applying OEC. Our methods for the latter two tasks 1 @tlCapacity refers to the capacity of the path. The
borrow heavily from prior work. capacity of a path is the rate at which packets drain from

gueue at the bottleneck link. It is different from through-
put, which refers to the rate at which packets reach the
R ) receiver. The two are equal only in the absence of losses.
The sender initialize$l’=¢ (i.e., empty set) and=0 \ve conservatively estimate path capacity using a simple
and updates these values when a data or coded packetjsihod described below.
sent or feedback is received from the receiver. The WWAN MAC protocols control media usage by
individual transmitters, making it easier to estimate ca-
’Relaying via LanProxy may increase end-to-end latencyacity than CSMA-based links (e.g., WiFi). As an exam-
However, because of the high delay inside wireless carger n ple, Figure 6 shows the throughput of WiMax paths in the

works, any increase is small if the LanProxy is deployed & th di . f h indow i hich
same city. Internet paths within a city tend to be short [40]!WO dir€ctions for a one-hour window in which we gen-

Interestingly, relaying through our deployed LanProxyatiy ~ erate traffic at 2 Mbps in each direction. We see roughly
reduced latency to most destinations due to Detour effé@fs [ stable peak throughputs of 1500 and 200 Kbps, which

5.2 Estimating queue length

5.1 Specifyingw andr for greedy encoding




2500 500 from the receiver. However, we find that this method is

. iggg o ;*88 quite inaccurate§.3.2) because of feedback delay and
87000 g 200 because it cannot capture with precision short time scale
508 108 processes such as queue build-up along the path. Captur-
0 1000 2000 3000 0 1000 2000 3000 ing such processes is important to consistently select the
seconds seconds path with the minimum delay.
(a) Downlink (b) Uplink Our estimate of path delay is based gQntransmis-

sion time, which primarily depends on path capacity;
queue length; andii) propagation delay. We described
above how we estimate the first two. Measuring prop-
Incoming sequence nunzf\_gation delay requires finely synchronized clocks at the

bers confirm that throughput dips are due to packet loss 0 e.n(_js, which may nOt be always a_vailaple. We skirt
and not slowdowns in queue drain rate. For a detaile Is difficulty by observing that we can identify the faster

analysis of 3G link capacity, see [22] path even if we only compute the propagation delay plus a
Our capacity estimation i’s conser\;ative sothatsus  constant that is unknown but same across all paths. This
is more likely send fewer coded packets than sending t nstant happens to be the current clock skew between

many. The estimator, like other bandwidth estimatiori"€ W0 proxies. ,
tools [16, 17], is based on a simple observation: if the Let the propagation delay of a path #@nd the (un-

sender sends a train of packets faster than the path é‘é‘-(?wn) e;slkev(\s/ tt)aetwgen tFt'e tWO,prOthCI(;)C:I;S &Z We K
pacity, the receive rate corresponds to the path capaciﬁﬁ.t'mat + 0 based on Faxson's met 0 [30]. pac et
However, unlike prior tools [16, 17], we do not use sepI at is sent _by the sende_r at local timavill be received
arate probe traffic. Instead, we rely on the burstiness 5’?’ the receiver at local time, wherer = s +d + 9 +

PacketSize H H _
data traffic and the capacity-filling nature of OEC to cre? T PathCapacity* If there is no queuing/ + 6 = r —

ate packet trains with a rate higher than path capacity. s — porceare. We can thus computé+ § using local

We bootstrap the proxies with expected path capaciimestamps of packets that see an empty queue.
ties. The receiver measures the rate of incoming pack- To enable the estimate above, the receivers keep a run-
ets and computes the sending rate using the transmissiiig exponential average of - s — pLAcelSze (ie.,
timestamp in each packet. The two rates are computedt 0) for each path. Only packets that have likely sam-
over a fixed time interval (500 ms). The capacity estipled an empty queue are used for computing the average.
mate is updated based on intervals in which the sendir@CkEIS that get queued at bottleneck link arrive roughly
rate is higher than the current estimate. If the receive%m time units after the previous packet. We
rate is higher than the current estimate for three consedse in our estimates packets that arrive at least twice that
utive intervals, the estimate is increased to the medigRuch time after the previous packet. The running average
rate in those three intervals. Similarly, if the receiveeratis periodically reported by the receiver to the sender.
is lower for three consecutive intervals, the estimate is It is now straightforward for the sender to compute
decreased to the median rate. Because our sending rite path with least delay. This path is the one with the
equals at least our estimated capacity, when actual capa@inimum value of JZ2GelSize 4 Q) 4 (d + ), which is
ity is lower, the estimate is downgraded quickly. Change# fact an estimate of the reception time at the receiver.
in capacity estimate are communicated to the sender.

Errors in capacity estimate can lead to errors in th§.4 Implementation
gueue length estimate. In theory, this error can grow un-

boundedly. | i ided b iods wh We now briefly describe our implementatiorradriBus.
oundedly. In practice, we are aided Dy periods Whelg, o, ntered and overcame many interesting engineer-
little or no data is transmitted, which are common wit

Ing challenges while deployingluriBus on our testbed.
Eor instance, we need to correctly handle frequent IP ad-

Figure 6: WiMax downlink and uplink throughputs. The
y-axis ranges of the two graphs are different.

correspond to their capacity.

the accuracy of our queue length estimate, we show
§6.3.2 that our path delay estimate, which is based on
is fairly accurate.

arent to users and maintains their connections across
hanges. Due to lack of space, we omit most of these de-
tails from this paper and document them separately [27].
. . The VanProxy and the LanProxy create a bridge be-
5.3 Identifying minimum delay path tween them, and tunnel packets over the WWAN paths
When spreading data across multiple patisiBus  between them. The IP packets sent by users and remote
needs to estimate the current delay along each path. ddmputers are encapsulated within UDP packets that are
simple method is to use the running average of one-waent over these paths. We do not use lower-overhead IP-
delays observed by recent packets, based on feedbackP tunneling as our wireless carriers block them. The



(s)

UDP packets include a special header that contains times- s —
tamps and additional information to allow the otherendtq, , ] ¢ /
correctly decode and order received packets. Each pro>§y : 5,

caches incoming and decoded data packets for a brief pg-> ] AT N0 loss recovery

--#-- PluriBus

completion time
N

No loss recovery

riod (50ms). This cache allows it to decode coded packe-gs 2 o B --- 8
and temporarily store out of order packets. In-order data ; | Q . u--w

packets are relayed immediately. Those received out @f ] n_:_i oz 4 & 8
order are relayed as soon as the previous packet is relaykéd0 scaling factor

or upon expiration from the cache. (a) Measured workload (b) Scaled workload

The PluriBus header and the encapsulation lowers th
effective link MTU by 41 bytes, which may lead to frag-

mentation issues (similar to those with VPNS). To MINGarry real user traffic on our experimental system. These

imize fragmentation, we inform the clients of the lower,, 1 ;ses are our primary platform for studying the per-
MTU V']?hDH(I\:Aﬁ;US(;)m.e c_IIE?:nPtS mform_thelr Wﬁ_ehareaformance ofPluriBus in a real environment. For more

p.eerhs oMtSeslr . lli”ng h (I:-onnecuon establis : menk, tensive experimentation and to consider different envi-
y|at 'eh d_op_tlon.h ol\r/lgtser C_'emsli'_l‘_'\(’:epaéi?\l)(pe”nr:en}'onments, we complement it with controlled experiments
ing with modifying the option o sast eyusing a network emulator. To avoid confusion, we label

traverse the VanProxy. With these changes, only Iarg(g;\Ur results with "Deployment” or "Emulator,” depending
UDP packets destined for the clients, which constitute 8n the platform used for the experiment

small fraction in our traces, will be fragmented.

%igure 7: Benefit of loss recovery irPluriBus. [Deployment]

Workload: For the experiments in this paper, we gen-
5.5 Discussion erate realistic, synthetic workloads from the traces de-
. . . .. scribeding2.2. We first process the traces to obtain distri-
PluriBus aggressively uses spare capacity. If transit OF i X X . D
utions of connection sizes and inter-arrival times, where

ergt?rs s.ub"scnb.e to f|xgd price, unlimited-usage IOIanS’connectlon is the standard 5-tuple. The synthetic work-
this “selfish” design maximizes user performance. How- . S ) .
. . .. load is based on these distributions of connection sizes
ever, if they have a usage-based plan, their costs will in- " " . . .
o L and inter-arrival times [12]. The average demand of this

crease. In theory, this increase can be significant because

OEC logically fills the pipe. But in practicguriBus is not Warkload is 86 Kbps but itis highly bursty.

e . To verify if our conclusions apply broadly, we also
constantly transmitting because it encodes only over data . ; :
. o . experimented with other workloads. These include work-
in the last round trip time. We show later thaltiriBus

: - loads with a fixed number of TCP connections and those
increases usage by only a factor of 2 for realistic work-

loads, with the increment being lower when the base"n%enerated by a sy_nthetp Web rraffic generator [3]. The
S . sults are qualitatively similar to those below.
demand is higher. We expect that transit operators woul@

be willing to pay extra for better performance, as the costerformance measure: We use connection completion
of wireless access is likely a small fraction of their opertime as the primary measure of performance. It is of di-

ational cost and amortizes over many users. rect interest to interactive traffic such as short Web trans-
fers that dominate the vehicular environment.
6. Evaluation This paper uses the mean to aggregate performance

across trials and connections. To show that the differ-
ences in means are statistically significant, we plot confi-
dence intervals as well. Results that plot median and in-
fé?quartile ranges can be found in our extended report [27].

We now evaluaterluriBus. We show that it signifi-
cantly improves application performand@ (1) and that
OEC outperforms loss recovery based on retransmissio
or capacity-oblivious erasure codingh(2). We also pro-

vide microbenchmarks for some aspectBiafiBus (§6.3). 6.1 Benefit ofPluriBus

Experimental platforms: We deployecPluriBus on two We start by studying the benefit furiBus compared
buses that operate regularly on a corporate camif))s ( g the current practice of not using any loss recovery (be-
Each bus has one WiMax link and one EVDO link. Th&;ong end-to-end TCP). We study other loss recovery mech-
observed average loss rate is 5% for WiMax and undefnisms in the next section. The results in this section are
1% for EVDO, though it can be bursty. The round trippased on our deployment.

delays are 40 and 150 ms rgspectively. The variations in Figure 7(a) shows connection completion times for
path loss, delay and capacity are all natural; we do nejigus and without any loss recovery. The latter uses

control them in any way. A computer placed on each buge|ay-hased path selection D]These results are based
generates the workload described below. Because of sup-

port and manageability issues, we were not allowed téToday, more capacity, if needed, is added by installing-addi




on over four weeks of data. Each method operated for at
least four days and completed tens of thousands of con-
nections.

The graph shows the mean and 95% confidence in-
tervals (Cl) around the mean computed using Student’s
t distribution. We see thatiuriBus significantly reduces
completiontime. Its mean completion time is under 1 sec-
ond compared to over 4 seconds without loss recovery.
This reduction represents a relative improvement factqtigyre 8: Performance of various loss recovery mecha-
of over 4 and an absolute improvement of over 3 secondgisms. The graph plots the mean and (the top end of) 95%

The reduction in completion time due kwriBus can  confidence interval for completion time. [Emulation]
significantly improve user experience. Web transactions
tend to have multiple conne_ct_lons (some seqt_u_entlal, SOMEs  ther loss recovery mechanisms
parallel) and even tens of milliseconds of additional delay
can impact users’ interaction with some Web sites [20].  Having seen that loss recovery brings significant ben-

Though not shown here, we find thraitriBus reduces  €fits in the vehicular environment, we now compare the
the loss rate seen by end hosts to almost zero (030/@)58 of OEC irpluriBus to other loss recovery mechanisms.

No loss recovery
100% redundancy

10% redundancy

Retransmissions

PluriBus

completion time (s)
N
|

Without loss recovery, this loss rate is over 3%. We consider both retransmission based and erasure cod-
) _ ) ) ing based loss recovery.
Benefit under higher load: Since the gains abluriBus In retransmission-based loss recovery, the receiving

stem from using spare path capacity, an interesting quegroxy reports to the sender which packets have not been
tion is whether these gains disappear as soon as the Wofkeeived, at which point the sender retransmits them. Both
load increases. To study the performanceiofBus as a  griginal packets as well as retransmissions are sent along
function of load, we scale the workload by scaling thene path that we currently estimate as offering the least
inter-arrival times. To scale by a factor of two, we drawde|ay_ This policy provides an upper bound on policies
inter-arrival times from a distribution in which all inter- g;ch as pTCP [15] that do retransmission-based loss re-
arrival times are half of the original values, while retain-covery because it uses the least delay channel and does
ing the same connection size distribution. Our workloa@ot reduce the sending rate in response to losses.
synthesis method does not capture many details, but it The second loss recovery method that we consider is
captures the primary characteristics that are relevant fgge capacity-oblivious erasure coding. We implement a
our evaluation. We find that the performance for a syngqode with K% redundancy by sending a coded packet
thetic workload scaled by a factor of 1 is similar to angfter every&KO-th pure packet. Each coded packet codes
exact replay of connection size and arrival times. over packets in the current unacknowledged window since
Figure 7(b) plots the mean and 95% confidence intethe |ast coded packet. Thus, whéf=10, every 11t
vals of flow completion time as a function of the scalingpacket is coded. This code is identical(t&, 1) Mael-
factor used for the workload. Across both buses, thesgrom code [2]. Both coded and pure packets are sent
results are based on over four weeks of data. Each dajger the path with the least estimated delay.
point is based on at least two days. We Be&Bus per- The experiments in this section are based on emula-
forms well even when the workload is scaled by a factofion of the characteristics of wireless paths that we ob-
of eight. In fact, its performance at that extreme levekerve in our deployment. As described earlig, §5.2),
is better than what the absence of loss recovery offe{ge have collected detailed traces to study the loss rate,
without scaling the workload at all. Even at such highyelay and capacity of the wireless links in our testbed.
load levels, there is ample instantaneous spare capacif drive the emulation by updating emulated link’s de-
for PluriBus to mask losses by sending coded packets angdly, |oss, and capacity every second, as observed in the
improve performance (se®.3.1). The loss rate seen bytraces. The workload is as before, based on our traces.
end hosts is roughly 0.5% withluriBus, while it is 3% Figure 8 shows the results. Notice that the “No Loss
without any loss recovery. Recovery” and PluriBus” bars are similar to those from
deploymentexperiment (Figure 7(a)), which suggests that
our emulation methodology is able to recreate the essen-
tional VanProxies, each with its own WWAN link. Each usertial characteristics for these links.
connects to exactly one VanProxy (i.e. an AP) and all hefi¢raf We see that OEC-based loss recoverylimisus out-
is exchanged through that VanProxy. This policy balancad lo ¢ forms |oss recovery based on both retransmissions and

poorly because it operates at the granularity of users aed of . blivi di C d
there are only a handful of active users. Our experiments (n&""pac'ty'0 Ivious erasure coding. Compared to retrans-

shown here) confirm that its performance is poorer than that gnissions, OEC’s mean completion time is lower by 0.6
delay-based path selection. seconds (reduction factor of 1.7) because its loss recov-
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Figure 9: Delay experienced by data for two loss recov-
ery methods. The graph plots the observed delay minus the
minimum observed. [Emulation]

Figure 10: Performance of different loss recovery methods
ery is faster. Compared to using erasure coding with 10% a function of loss rate. The graph plots the mean and
redundancy, its mean completion time is lower by 0.955% confidence interval for completion time. [Emulation]

seconds (reduction factor of 2). This level of redundanc s across the board. These results also show that OEC

does poorly because it does not recover from many losses. ) o .
grforms better than capacity-oblivious erasure coding

Even though the average loss rate is low, the loss proce%

is bursty and in periods of higher loss rates, using 1092ven if the coding overhead of these methods is adapted

redundancy is not sufficient. Data show that the posf—o loss rate. If we were to tune the overhead to _expected
: o oss rate, the overhead of the two erasure coding meth-

recovery loss rate is 1.5%. ds that wud b itable f I te. but
Compared to erasure coding with 100% redundancg,l S that we study must be suitable for Some 10ss rate, bu

the mean completion time @furiBus is lower by 0.4 sec- € see that OEC IS bejcter n the_ entire range. The rea-
onds (reduction factor of 1.4). This level of redundanc onis as explained earlier. Consider, for example, adding

0,
is able to recover from most losses in our environmen .OOA) redundancy. When less than half of the channel

Data show that the post-recovery loss rate is 0.5%. B pacity is being used by data packet§, OEC adds more
by not being opportunistic, it imposes a higher queuin an 100% redundancy and thus provides better protec-

delay on data packets. This effect is shown in Figure o™ especially to the loss of many packets in as_hort time
which plots the one-way delay, in addition to the min_W|ndow. When more than half the channel is being used,

QEC adds less than 100% redundancy. For the same

imum observed, for the two methods. We see that th mount of (coded+data) traffic that successfully reaches
100% redundancy imposes a much higher delay on datg. . .
° . ymp . 'g y e receiver, the OEC traffic has more data than 100% re-

The poorer performance of both ends of the redurly } . .
dancy levels relative teluriBus, for different reasons, un- dundancy traffic. The combined effect is that OEC tends

derscores the challenge in extracting good performan&% perform better than any capacity-oblivious redundancy
with capacity-oblivious erasure coding. method across a broad range of loss rates.

Impact of path loss rate: The results above demonstrate6.3 UnderstandingPluriBus in detail
that OEC outperforms other loss recovery schemes under \ys have studied the behavior mifrigus in detail. In

realistic path conditions. We now evaluate if the perfory,ig paper, we report on the extra data senthyisus

mance advantage of OEC persists in a range of settingge 1o coding and the accuracy of our delay and loss es-
with different loss rates. timators. We defer to [27] other investigations such as

~ Toisolate the impact of loss rate, we perform emulag, e impact of inaccuracies in loss and delay estimates on
tion experiments with a single link between the two proxs

, , “performance, specific coding and decoding strategies we

ies. The link has a one-way delay of_75 ms and capacityse ang fine-tuning of their parameters.

of 1.5 Mbps. The loss rate on the linkis varied from 1% to

70%. We show results using the Gilbert-Elliot (GE) loss )

model that induces bursty losses. Simpler loss model€-3-1 Amount of coded packets transmitted

in which each packet has the same loss probability yield Given thatpiuriBus is logically capacity filling, how

qualitatively similar results [27]. The GE model has twomany coded packets does it actually generate? Using data

states, a good state with no (or low) loss and a bad stafte®m the experimentin Figure 7(b), we find that the aver-

with high loss. The model is specified using the loss ratage percentage of coded packets is 54%. At scaling fac-

in the two states and state transition probabilities. We sé&drs of 1, 2, 4 and 8, the percentage of coded packets is

both the transition probabilities to 0.5 and vary the los§7, 60, 57 and 35. Thus, as expected;iBus reduces the

rate of the bad state. fraction of coded packets as workload increases because
Figure 10 shows the results as a function of loss ratéhere are fewer opportunities to send coded packets.

We see thatluriBus outperforms other loss recovery meth-  We also find that whileluriBus logically fills the pipe,
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100 rate in our deployment. It plots the difference in the loss
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crror (ms) 7. Additional related work
_ (a) Pathdelay (b) Path loss rate We now outline work that we build on, in addition to

Figure 11: Error in estimating path delay and loss in  the work on combating path losses that we summarized
PluriBus. [Deployment] earlier §3).

Inverse multiplexing: Like PluriBus, many systems com-

the actual amount of coded traffic is much lower becauggne multiple links or paths into a single, high-performanc
it codes over only data packets that arrive in the last RTtommunication channeklurisus differs primarily in its
At the scaling factor of 1, the average packet transmissiithntext and the generality of the problem tackled—our

combined capacity of the two links. Most existing works assume identical links [11], identical
delays [39], or ignore losses [9, 34, 31].
6.3.2 Accuracy of path delay estimation A few systems, such as pTCP, R-MTP or MTCP, stripe

.. data between end hosts across arbitrary paths by using

YTCP or a similar protocol along each path [15, 25, 5, 32].

ueue length, and propagation delay, impact the delay es- : : ST
q 9 ! propag Y, mp Y Soss recovery is done via retransmissions. As we showed
timate ofPluriBus. For good performance, the accuracy,

of this estimate is important. We evaluate accuracy by’ §6, because of high path delays, this approach performs

comparing the estimated delivery time at the sender t%/orse tharpluriBus. . .
Delay-based striping, which we use to generalize OEC

the actual delivery time at the receiver. This c:omparisopO multiple paths, was proposed by Chebrolu and Rao [9]
is possible even with asynchronous clocks because o4t ’ '

estimate of propagation delay includes the clock skew. e combine it with loss recovery, which we find is im-

Figure 11(a) shows delay estimation error (i.e., estiportant foritto be effective.

mate minus actual) in our deployment. It includes alimproving connectivity for vehicles: Like us, MAR [34]
load scaling factors; results are similar across all facand Horde [31] combine multiple WWAN links to im-
tors. The curve labelerluriBus shows that our estimate is prove vehicular Internet access. MAR showed the value
highly accurate, with 80% of the packets arriving withinof using multiple links using simple connection-leveltri
10 ms of the predicted time. This is encouraging, espeéng. It left open the task of building higher-performance
cially considering the inherent variability in the delay ofalgorithms.pPiuriBus employs one such algorithm (OEC).
WWAN paths [22]. As a result of this accuracy, we findHorde [31] specifies a QoS API and stripes data as per
that fewer than 5% of the packets arrive out of order ajolicy. It requires that applications be re-written to use
the receiver and 95% of the out-of-order packet have tie API, while we support existing applications. Neither
wait less than 10 ms in the sequencing buffer. MAR nor Horde focus on loss recovery.

The curve marked “Exp. avg.” shows the error if de-  Some researchers have focused on improving WLAN
lays were estimated simply as an exponential average @iiFi) connectivity to moving vehicles using lower-layer
observed delays, rather than our more precise accouméchniques such as rate adaptation and directional anten-
ing based on estimated capacity and queue length. Naige [6, 29]. In contrast, we focus on WWAN links and on
that it tends to significantly underestimate path delay. Wenproving connectivity for applications by masking the

find that this underestimation significantly degrades pegeficiencies of connectivity provided by lower layers.
formance, to a level that is sometimes worse than not us-
ing any loss recovery. Erasure code: Numerous erasure codes have been pro-

posed in the literature. The encoding used in OEC is a
L generalization of Growth codes [19] that were designed
6.3.3  Accuracy of lossrate estimation to transmit data in large sensor networks with failing sen-
PluriBus USeS an estimate of loss rate to estimatidie sors. Our generalizations include an explicit considera-
probability of a packet being at the receiver, which is usetion of loss rate and data already at the receiver. The op-
in greedy encoding. Given the dynamics of the vehicuimal degree of a coded packé®(2) is also derived by
lar environment, loss rate maybe hard to estimate. Figsonsidine [10]. However, that work does not address any
ure 11(b) shows that we obtain accurate estimates of loethe systems issues (e.g., when to transmit packets).
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8. Conclusions

Opportunistic erasure coding (OEC) is a new erasure

[18] K. Jang et al. 3G and 3.5G wireless network performance
measured from moving cars and high-speed trainMIGBNET,
2009.

coding scheme that varies the amount of coding overhe@®] A. Kamra et al. Growth Codes: Maximizing Sensor Network

to fit the instantaneous spare capacity along a path. We
built and deployedbiuriBus, which applies OEC to a ve-
hicular context, and found that it reduces the mean flow
completion time by a factor of 4 for realistic workloads. [21]
While we focused on the vehicular context, OEC i

Data Persistence. I8 GCOMM, 2006.

[20] R. Kohavi et al. Practical guide to controlled expemtseon the
web: Listen to your customers not to the hippoSIGKDD,
2007.

S. Krishnamurthy, M. Faoutsos, and S. Tripathi. SptPTfor
Mobile AdHoc Networks. InGlobecom, 2002.

%22] X. Li et al. Experiences in a 3G network: interplay beémnehe

a general teChniqU_e that can be Usled in Oth_er lossy €n-" yireless channel and applications.NtobiCom, 2008.
vironments where timely feedback is not available, e.g[23] Y. Liao, Z. Zhang, B. Ryu, and L. Gao. Cooperative robust

wireless multicast and satellite links. Further, the two

forwarding scheme in DTNSs using erasure codingvilh. COM,

core mechanisms in OEC—opportunistic transmissions,; . | uby. LT Codes. IFOCS, March 2002.
and greedy encoding—may be independently useful. Oes] L. Magalhaes and R. Kravets. Transport level mechasian

portunistic transmissions can be used to transfer other
kinds of low-priority data such that it uses only the ca-

bandwidth aggregation on mobile hostsIGNP, 2001.
[26] R. Mahajan et al. Eat all you can in an all-you-can-edfatuA
case for aggressive resource usagéddtNets, 2008.

pacity leftover by high-priority data. Greedy encoding27] R. Mahajan et al. E pluribus unum: High performance

can be used in other dynamic environments (e.g., wire-
less meshes) where the number of packets that will be
ceived cannot be predicted in advance. We plan to stu

these possibilities in the future.
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