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ABSTRACT 

We present AffectAura, an emotional prosthetic that allows 

users to reflect on their emotional states over long periods 

of time. We designed a multimodal sensor set-up for conti-

nuous logging of audio, visual, physiological and contex-

tual data, a classification scheme for predicting user affec-

tive state and an interface for user reflection. The system 

continuously predicts a user's valence, arousal and engage-

ment, and correlates this with information on events, com-

munications and data interactions. We evaluate the interface 

through a user study consisting of six users and over 240 

hours of data, and demonstrate the utility of such a reflec-

tion tool. We show that users could reason forward and 

backward in time about their emotional experiences using 

the interface, and found this useful. 
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Affect; Visualization; Machine Learning. 

ACM Classification Keywords 
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I.2.6. Artificial Intelligence: Learning 

INTRODUCTION 

How accurate are we in terms of reflecting on our everyday 

emotional experiences? While we may expect that we are 

fairly good at assessing our current emotional state, or on 

average how we have been feeling over the last day or so, 

do we really accurately assess the highs and lows over the 

course of a week or month or longer? And, might it be in-

teresting to correlate the spectrum of emotions we expe-

rience with particular activities, people or places? One can 

imagine that a targeted assessment of one’s emotional state 

could be valuable when considering health issues, mental 

health issues, eating habits, and socializing habits, to name 

a few. Even dramatic and stressful life changing events 

might be handled differently if the apparent or expected toll 

could be reviewed or estimated from previous experience. 

With the availability of an increasing number of ubiquitous 

sensors it is becoming possible to more accurately docu-

ment activities and make predictions about a user’s future 

actions, behaviors and internal state. This is reflected in the 

growing numbers involved in the 'Quantified Self' move-

ment [28], which is characterized by members who collect 

detailed long-term data about themselves, through a variety 

Figure 1. The AffectAura interface (above). Detailed exploration of an 

hour (5pm) enabled by hovering over the bubble (inset). 
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of sensors and devices, with the ultimate goal of making 

optimal health and behavioral choices in their daily lives.  

One facet of data we can log and monitor about ourselves is 

how we experience the world from an emotional perspec-

tive. Our so-called affective state can have a significant 

impact on our day to day lives, not the least in the decisions 

we make [24]. In capturing affect, we need to consider that 

affect is a general term that encompasses several experien-

tial dimensions. One of the most popular models of affect 

includes dimensions of valence and arousal [22]. It is wide-

ly held that valence (whether it is a positive or a negative 

state) is important in decision making [18] whereas arousal 

(the intensity or excitement level) has significant impact on 

memory [6]. Over long periods of time there is great poten-

tial utility in measuring these dimensions of affect, such as 

for capturing significant events that may affect decision 

making, but which may not be readily remembered. In addi-

tion to valence and arousal, the cognitive state of engage-

ment might help users discover mental and behavioral pat-

terns associated with episodes of high and low productivity. 

To explore this possibility, we tackle the challenge of track-

ing states of valence, arousal and engagement and provide 

an interactive tool for users to reflect upon. The specific 

contributions of this paper are: 

(1) The design of a multimodal system that continuously 

estimates users’ state valence, arousal and engagement 

using a variety of non-verbal and contextual cues. 

(2) The design of a reflective tool, called AffectAura, that 

combines automatic labels for valence (negative, neu-

tral, positive), arousal (low, high) and engagement 

(low, high) with contextual information to construct 

and present a life log tagged with affective states for 

the user. While prior work has looked primarily at 

arousal and stress [23,30], valence has received less at-

tention because it has been harder to calculate histori-

cally due to a lack of adequate sensing technologies or 

the ability to track additional variables like context, 

which as we will see, helps with valence estimation. 

(3) The evaluation of AffectAura in a multi-day user study. 

We demonstrate that affect estimation and presentation 

are key to the user experience of an emotional life log. 

RELATED WORK 

Over the past 15 years, there have been significant advances 

in the domain of affect recognition from multiple modalities 

[25]. However, many of these research efforts do not eva-

luate the results of such an affective system from the user's 

perspective. Kapoor and Picard [21] developed one of the 

first multimodal affect recognition systems, predicting stu-

dent interest in a learning environment. One of the most 

complete multimodal systems [9] was built to predict user 

activities (instead of affective states) throughout their day. 

Other examples are: StartleCam [17], designed to detect 

startle responses automatically from video, and Fogarty et 

al's [19] system for predicting user interruptibility. None of 

these examples attempted to evaluate the utility of the in-

formation for the user from the perspective of reflection. 

G.I.R.L.S. is a technology designed to support reflection, 

specifically reflection on the affective impact of stories [9]. 

El Kaliouby et al. [14] have discussed the idea of an emo-

tional prosthetic using wearable sensors to aid understand-

ing and interpretation of emotion. We extend the concept of 

an emotional prosthetic by combining continuous affect 

recognition using a multimodal sensor system with contex-

tual data drawn from events, communications and data inte-

ractions, and conduct a multi-day user study of the results.  

As stated, the purpose of our evaluation was to better un-

derstand people’s reactions to a retrospective memory tool 

that surfaces automated interpretations of their affective 

experiences. While this goal shares similarities with the 

work of Ståhl et al. [29], our approach differs in important 

ways. Their Affective Diary was a tool that provided semi-

automated diary entry creation by incorporating abstract 

representations of mood and activity (cognitive and physi-

cal experiences) together with data streams from the user’s 

phone, and users’ own hand-written entries. The tool was 

designed for the active daily creation of diary entries, and 

the authors studied how incorporating affect enhanced the 

creation experience. Our system, in contrast, is designed as 

a technology probe to explore the potential reflective power 

that might be offered by pairing affective data with know-

ledge of workers’ information and data interaction artifacts. 

We specifically designed transparency into the system so 

that participants could view and reflect upon the relative 

affective measures predicted by the system, namely; posi-

tive vs. negative valence, low vs. high arousal, and low vs. 

high engagement.  

Reflection on one’s internal mental and cognitive state has 

been shown to help us better understand our, and others’, 

responses to stress [23,30]. Visual representations of users’ 

activities have been used to great effect in providing intui-

tive portraits of a user and their behaviors [12]. We present 

a solution that allows automatic life logging and encourages 

reflection on emotional experiences more generally. In our 

design of AffectAura, our reflective interface was particu-

larly inspired by Themail [31] and lessons learned in prior 

work [2,29] that demonstrate the power of visual abstrac-

tion in encouraging flexible, personal interpretation of af-

fect-based data. Themail represents the changing nature of 

email correspondence between two parties over time. We 

use a similar abstraction but rather than representing email 

communications as bubbles we represent the user's pre-

dicted affective state in a somewhat similar way. 

When looking through digital material for reminders of 

events past, triggers—rather than complete details—are 

frequently sufficient in order to recreate useful details from 

memory [5]. By combining affective labels with detailed 

contextual information we investigate this principle from 

the perspective of emotional events, and show that they can 

also serve as powerful memory aids.  



USER SURVEY 

We conducted a survey of 83 (37 females) men and women 

working at a large IT company around how well they felt 

they were able to recall their affective state and activity 

levels over the course of a day, a week, or a month. We also 

asked them whether they would appreciate a tool that 

helped them to reflect on their mood and activity levels 

over time. The purpose of this survey was to verify that 

users did feel that they had trouble tracking their emotional 

state and activity levels over time, and whether or not they 

thought an emotional diary might be useful. 

Respondents represented a wide range of professional roles 

(e.g., designers, researchers, engineers, managers) and ages 

(18% were in their 20’s, 49% in their 30’s, 22% in their 

40’s, and 11% were 50 or older). On average, our survey 

participants felt fairly confident that they could track their 

emotional states in the near term, such as within a day, but 

were much less confident in their ability to do so over the 

course of a week or month (Figure 2). In addition, it was 

clear from the survey respondents that they believed there 

were key triggers to their emotional states. In addition to 

people, places and activities there were many more impor-

tant triggers offered to us by participants. For instance, 

physical exercise and outdoor activities, playing music and 

sunshine or weather were most frequently cited. The major-

ity of the survey respondents thought an affective life-

logging tool might be beneficial for reflective purposes, 

motivating our efforts.  

 

LIFE LOGGING 

Given our goal of developing a visualization tool for aiding 

user reflection on emotional states, our first task was to use 

Machine Learning (ML) to develop an affect recognition 

engine based on sensed data. Drawing from past research 

on appropriate end-user signals for capturing user affect, we 

developed a suite of desktop-based and body-worn sensors. 

A multimodal sensor setup using a combination of portable 

and workstation-based sensors was created to collect data 

for prospective users. We describe the individual compo-

nents of the system below: 

Webcam: Facial actions and expressions have been studied 

widely in the context of affect recognition. Facial actions 

such as smiles, frowns, eyebrow raises, head nods and 

shakes can be good indicators of valence (positive vs. nega-

tive). In order to capture such activity, a webcam was used 

to analyze facial actions and head motion while the partici-

pant was at their desktop. An active appearance model 

(AAM) [7] was used to track 100 feature points on the face, 

Euler angles for pitch, jaw and roll of the head and x, y and 

z displacement of the head within the frame. The webcam 

was mounted on top of the participants’ computer screen. 

The sampling rate was 5fps.  

Kinect: Posture has been found to be a good indicator of 

interest levels in prior work on affect recognition [21]. For 

example, a person highly engaged in a task can be expected 

to maintain still upright posture, when compared to the fid-

gets and slouched posture of a disengaged person. We 

hoped to capture such dynamics using a Kinect device. 

Specifically, a Kinect was used to record posture features 

from the participant while they were at their desk. The 

depth information and skeletal tracking [27] was used to 

determine direction of lean (left-to-right and forward-to-

back) of the participant. The sampling rate was 1fps.  

Microphone: Speech can be a very rich modality in terms 

of affect information it contains. For example, the change in 

prosody, structure of pauses, relative volume of the sub-

ject’s speech, the exhalation of breaths can be very indica-

tive of the person’s internal state and can provide important 

cues both about arousal as well as valence [15]. A micro-

phone within the Kinect sensor was used to record a raw 

WAV file of the audio at the workspace. 

EDA Sensor: Electro-dermal activity (EDA) is widely con-

sidered one of the strongest features that can be used for 

detecting arousal [3]. Our sensor suite included a wearable 

wrist sensor [26] to record EDA and three axis acceleration 

of the wrist of the participant throughout each day. The 

sampling rate was 8Hz.  

GPS: Based on the initial survey, we expected location to 

be an important variable associated with the affective state 

of the users. Consequently, a portable GPS device was car-

ried by the participants to record latitude and longitude da-

ta. The sampling rate was 0.1Hz. 

File Activity: The task that a user is working on can be 

fairly informative about a user’s level of engagement as 

well as their affective states. This is also supported by the 

initial survey where more than 60 respondents mentioned 

that the projects they work on can act as a trigger to put 

them in a positive mood. A custom logging application was 

used to record file activity at the user's desktop, including 

web URLs visited, documents opened, applications used 

and emails sent and received.  

 

Figure 2. Survey results showing the ability with which people 

feel they can track their mood (top) and activity levels (bot-

tom) over a day vs. a week/month. 



Calendar Scraper: Finally, the people we interact with are 

one of the most important components of affective states 

we experience. Our system captures people interactions 

using calendar information extracted using custom soft-

ware; in particular, we extract times and attendees of meet-

ings scheduled in users' calendars. An example of the desk-

top set-up for one of the participants is shown in Figure 3. 

 

Using Machine Learning for Recognizing Affect  

To provide a system for surfacing affective signals to the 

user, we required a way to take the multiple streams of data 

we described above and output a prediction across the three 

dimensions of valence (negative, neutral, positive), arousal 

(low, high) and engagement (low, high); that is, we needed 

to develop an affect prediction engine. To develop the pre-

dictive models necessary for the affect prediction engine, 

we gathered data from five participants and used well-

known machine learning methods to build models for map-

ping raw multi-sensor streams to discrete values for va-

lence, arousal and engagement. 

Specifically, the sensor streams were each normalized and 

features were extracted as detailed in Table 1. The data was 

divided up into 10 minute segments. To train the model to 

predict the affect labels, we collected training data and self-

report labels from five participants over two days each. To 

obtain affect labels for training, the participants reported 

their valence, arousal and engagement levels at regular in-

tervals during the day. In this phase, labels consisted of 

numerical values between -1 and +1 for the three dimen-

sions of valence, arousal, and engagement, collected using 

the custom tool shown in Figure 3, similar in design to that 

used by Dietz and Lang [11]. The labels were normalized 

along each dimension and thresholded to form discrete 

classes (e.g., positive vs. neutral vs. negative, low vs. high). 

We collected 110 training examples, each of which corres-

ponds to features extracted from a 10 minute segment. 

We chose to use a simple nearest-neighbor classifier in or-

der to make the predictions. In particular, any new incom-

ing 10 minute ―test‖ segment can be classified for valence, 

arousal and engagement by finding the closest annotated 10 

minute segment already present in the training dataset; the 

test segment thus inherits the affective annotation of the 

closest match found. For this scheme to work well requires 

a method for computing distances between the features of 

the 10 minute episode, which is optimally accomplished 

using a distance-metric learning technique. In particular, we 

use Neighborhood Component Analysis (NCA) [16]. Intui-

tively, the goal behind NCA is to weight different features 

such that the examples belonging to the same class have a 

minimal distance, while the ones belonging to different 

classes are as far apart as they can be. In our system, we 

learn a separate distance-metric for each of the three differ-

ent labels (arousal, valence and engagement). 

How Good is the Affect Recognition Engine? 

In order to make sure that our recognition engine would 

work, we performed experiments to evaluate its classifica-

tion performance. Our approach to training and testing the 

classifier is consistent with accepted practice. In particular, 

we employed a leave-one-out validation scheme. The idea 

behind leave-one-out analysis is to select a data point from 

the training set and then attempt to predict its label using 

the rest of the examples. This process is then repeated for 

all the examples present in the training data and the aggre-

gate results therefore reflect the predictive capability of the 

ML system. Data used for validating the classifier was dif-

ferent from that collected for the user study described later. 

We found that such a leave-one-out analysis resulted in an 

overall accuracy of 68% across all three states and indicates 

that our scheme does have the ability to predict the affective 

states. The system was able to predict the state of engage-

ment most accurately (71%). Note that, these affect recog-

nition results are on par with existing systems that operate 

on natural data, recorded mostly in uncontrolled environ-

ments [21] (as opposed to enacted ones recorded in a lab 

environment). Also note that for our application purposes, 

we do not require an affect recognition engine that is 100% 

accurate. AffectAura simply uses the output of the predictor 

for purposes of guiding the visualization and can thus bene-

fit from a system that has any predictive information. 

Finally, it is interesting to analyze our ML model and see 

what stream of data matters in terms of predicting affect. In 

particular, we can look at the weights of the input feature 

space that NCA finds most significant for each class label. 

High weights correspond to more important features, thus 

they can provide some insight into the importance of differ-

ent modalities. Figure 4 shows the total weight each mod-

ality was assigned in this mapping after performing NCA. 

We can observe that EDA sensor (EDA + Acceler.) and 

posture (Kinect) information are most useful for predicting 

arousal and engagement respectively. In addition, of the 

three affect dimensions, head displacements, rotations and 

facial activity (AAM features) contributed the most weight 

to the valence prediction. These observations are in line 

 

Figure 3. Sensor configuration: A) webcam, B) file activity and 

calendar monitor, C) Kinect, D) EDA sensor, and E) GPS. F) 

The self-report interface. 



with our intuitive beliefs about the importance of different 

channels and reinforce the benefit of using a range of sen-

sors to capture diverse information for affect classification. 

AFFECTAURA’S INTERFACE 

AffectAura is a visualization of the user’s estimated affec-

tive states over time. It incorporates two components 1) the 

affect prediction engine for labeling users states and 2) a 

timeline interface, surrounded by other context, for the user 

to reflect on these data. Our intention was to create a com-

pelling experience that might engage the user to reflect on 

their emotional state throughout the day. We were inspired 

by many timeline visualizations [1] of activities and data. 

AffectAura consists of an 'affect timeline' capturing the ebb 

and flow of affect represented by a series of bubbles. The 

user can drill down by hovering over a bubble to reveal a 

detailed breakdown of their activities and interactions asso-

ciated with that time. We chose to display daily and hourly 

granularities of data for the user, to simplify the visualiza-

tion. Each ―page‖ shows one day divided into hour intervals 

(columns). An example of AffectAura is shown in Figure 1. 

Valence of the affective state is represented by the color of 

the bubble. We used a ―hot/cold‖ metaphor as our starting 

point, as emotions are often characterized as hot or cold, but 

ended up with pink, purple and blue representing positive, 

neutral and negative affect, 

respectively. 

Arousal of the user is 

represented by the shape of 

the bubble, a circle or a ―burst‖ 

that were chosen to represent 

calm and ―pumped up‖ respec-

tively. This type of mapping 

has been shown to be effective 

in the SAM (Self-Assessment 

Manikin) representation [4]. 

Engagement of the user is 

represented by opacity, with 

higher opacity corresponding 

to greater engagement.  

We iterated through many vi-

sualizations of timeline events, 

such as ―streams‖, bars and 

various other shapes but the 

bubbles provided multiple parameters (size, shape, color 

and opacity) that could represent different dimensions of 

the affective states and were most aesthetically pleasing. 

The representations of engagement and arousal changed 

significantly from size and motion to opacity and shape for 

clarity and aesthetic reasons during the iterations. 

For each hour, the user’s desktop activity (file and applica-

tion activations) is represented by the size and height of 

each bubble (radius and height were linear functions of the 

number of activities), as shown in Figure 5. A subset of the 

activities themselves are listed as a ghosted column of text 

to lend a sense of the amount of file and application interac-

tion that occurred. This text list representation was inspired 

by the Themail visualization of email keywords [31]. 

If the user had a meeting scheduled in their digital calendar 

during a particular hour, a meeting icon was displayed at 

the top of the column. Similarly, the location of the user for 

 

Figure 5. Annotated repre-

sentation of an hour. 

 

Sensor Stream Normalization Features (calculated for every signal window) 

Webcam 

AAM Features 
Used Procrustes analysis [8] to remove 2D varia-

tions due to rotation, displacement and scaling. 

Mean smile intensity, Mean eyebrow activity, Mean 

mouth activity 

Rotations Remove mean from axes Pitch, yaw and roll (standard deviation) 

Displacements Remove mean from axes X, Y, Z displacement* 

Mic WAV audio file N/A 

Length of conversation, no of turns in conversation, 

zero-crossing rate*, normalized frame energy*, gra-

dient index*, local kurtosis*, spectral centroid* [20] 

Kinect 
Depth frame Remove mean Gradient of lean (front-to-back) 

Skeletal tracker Remove mean Gradient of lean (side-to-side) 

EDA Sensor 
EDA Remove mean and low pass filter (cut-off 0.4Hz) 

Mean, gradient, different between first value and max, 

position of max, difference between value and min, 

position of min, zero crossings, number of peaks. 

3-axis accelerometer Remove mean and unit std for each axis Standard deviation. 

File Activity File instances N/A No of activities, no of unique activities 

Table 1. Table showing the sensors used, data streams recorded, the method of normalizing each data stream and the features cal-

culated from the normalized streams. *Mean and standard deviation was calculated for these values. Calendar events and atten-

dees and GPS latitudes and longitudes were also collected for context but are not used for classification. 

Figure 4. The factors each feature contributed to the final 

NCA mapping for each of the three classes. EDA sensor 

features were given the most weight in total. 

0

0.01

0.02

0.03

0.04

0.05

0.06

0.07

0.08

0.09

Audio File 
Activities

EDA + 
Acceler.

Head 
Displace.

Head 
Rotation

AAM 
Features

Kinect

A
ve

ra
ge

 S
ig

n
if

ic
an

ce
 F

ac
to

r 
p

e
r 

Fe
at

u
re

Features

Valence

Arousal

Engagement



a particular hour, based on GPS and file activity, was 

represented as an icon at the bottom of the column; three 

icons were used, representing 'home', 'work' and 

'elsewhere'. These icons were included to aid recall of 

events. The user could navigate to different days by click-

ing on the left and right arrows at the bottom of the screen. 

To allow for exploration of the events of each hour, the user 

could hover over any bubble to reveal details of their activi-

ty logged during that hour (Figure 1, inset). The artifacts 

presented on hover included calendar events, people (names 

and when available, images), email titles (with sender 

name), website URLs, document names, and applications 

used. All artifact data presented was gathered via our cus-

tom logging application and calendar scraper utility. Addi-

tionally, a text summary of the predicted affective state was 

displayed at the top of the column for quick perusal. Affec-

tAura was written in Processing,  (www.processing.org), an 

open source environment suitable for rapid prototyping. 

USABILITY STUDY 

We conducted a study using AffectAura as a probe to un-

derstand the reflective opportunities afforded by visualiza-

tions that pair event artifacts with predictions of user affect. 

Inspired by our survey, which suggested that memories of 

events and emotions drop off rapidly after a day, we tar-

geted the work-week as an interesting multi-day period of 

time over which to investigate memory and reflection.  

Method 

Each participant recorded data using the sensor set-up de-

scribed previously for four consecutive days, Monday to 

Thursday of a working week. At the end of each day, the 

participants were asked to complete a short survey reporting 

the single most positive and negative emotional experience 

that day (if any) along with the magnitude of the valence of 

the experience on a 7-point scale (1=Negative, 7=Positive), 

as well as the people (maximum 5) with whom they had 

significant interactions that day, again assigning an emo-

tional magnitude to the interaction. On the subsequent Fri-

day, participants completed another short survey about the 

emotional events and significant interactions they had with 

people that week, and took part in a semi-structured inter-

view in which they first explored AffectAura using a think-

aloud protocol and then answered questions related to as-

pects of AffectAura that did (and did not) help them recall 

events of the week and associated affective responses. The 

evaluation concluded with a survey that gathered partici-

pants’ subjective reactions to the usability of the AffectAu-

ra visualization. Total evaluation time was 60 minutes.  

Participants 

Six participants (3 females) took part in the evaluation of 

AffectAura. Their ages ranged from 26 to 33 (Mean: 28.5). 

Four were graduate students and two were professional 

researchers. Our only screening requirement was that par-

ticipants regularly spent at least four hours a day at their 

desk. On average, participants recorded over 10 hours of 

sensed data per day, totaling over 240 hours of logged data. 

Participants were compensated with a $250 gift card.  

Results 
Emotional memory 

To understand how the passage of time impacted partici-

pants’ memories of emotions and events experienced during 

the week, we compared survey responses that participants 

gave on interview day (Fri) to the responses they gave on 

each day of data collection (Mon-Thurs). We compared 

participants’ memories of the people they interacted with, 

the most positive and most negative event that happened 

each day, and the emotional charge associated with each. 

Considering first the participants’ memories of interactions 

with people, participants generally recalled more people 

that they interacted with two days prior to the interview 

(Wednesday, µ=3.2; Thursday, µ=3) than from the begin-

ning of the week (Monday, µ=2; Tuesday µ=2). Overall, the 

vast majority of social interactions were considered rela-

tively positive (79%) vs. relatively negative (8%) on the 

day of the event, and participants were quite good at recal-

ling the relative emotional charge of the interaction; out of 

the 62 people interactions that participants correctly re-

called, the emotional scale value (1-7) of the interaction 

was correctly recalled 63% of the time. In the 23 cases 

where participants did not recall the precise emotional value 

of the interaction, they were off 1 point in all but one case, 

thus correctly recalling the general tone of the interaction. 

Participants were twice as likely (15 instances) to misre-

member the exact tone of interaction slightly more positive-

ly than slightly more negatively (8 instances). In the 1 case 

that a participant did not correctly recall the negative tone 

of interaction, the participant had had several positive inte-

ractions with that person during the week, which we hypo-

thesize overshadowed the one negative interaction. This 

interpretation agrees with our interview with one partici-

pant, who claimed that she generally associates a certain 

tone of interaction with a person. However, this may sug-

gest that exceptions to the norm are worth noting. 

Participants recalled a similar percentage of positive and 

negative events from the prior four days (55% of the 31 

total events) as they did their significant people interactions 

(56% of 111 people). As with people, on average, partici-

pants recalled more events from the previous day (Thurs-

day, µ=1.5 events per participant) than from the beginning 

of the week (Monday, µ=0.8 events per participant), with a 

curious dip in recollection on Tuesday (µ= 0.2). Of the 

events recalled later in the week (Wednesday and Thurs-

day), 81% of those that had a negative tone (<4) were re-

called, versus only 40% of the ones with a positive tone 

(>4). The opposite trend was seen for Monday events, with 

participants recalling 67% of the positive events versus only 

25% of the negative events. This supports evidence that 

memory of unpleasant events fades faster than that of plea-

sant events [32], and probably reflects the effects of primar-

cy/recency on long-term memory [13]. 



We also asked participants to recall the overall emotional 

tone of each day of the week, and to rate their confidence in 

their recollection on a 7 point scale (1=―not very confi-

dent‖, 7=―very confident‖). Participants reported that their 

days were positive (a score of greater than 4) 66% of the 

time, negative 25% of the time, and neutral otherwise. 

While participants were more confident in their recollec-

tions of the previous 24 hours (Thursday µ=5.2) than from 

early in the week (Monday µ=4.3), participants’ confidence 

levels did not lead to better recollection. We saw particular-

ly poor performance for recalling details about Tuesday, 

with 5/6 participants misremembering the exact tone of the 

day and 3 misremembering the general tone of the day (e.g., 

recalling a generally positive day as negative and vice ver-

sa). Since participants did relatively well in recalling the 

general positive or negative tone of prior days (83% cor-

rect), perhaps the most useful observation from this data is 

that people can suffer lapses in memory about the emotion-

al tone of a day in as little as 24 hours.  

Using AffectAura 

Overall, our study participants were successful in recon-

structing a ―story‖ of their workday activities by exploring 

and reasoning over the data artifacts presented in AffectAu-

ra (e.g., events, people, emails, web sites, documents and 

applications). Gaps in the data we collected sometimes 

made it difficult for participants to determine what they 

were working on in a given hour; for example, participants 

could not always discern what document or application they 

were working with. Even so, participants could often reason 

forward and backward in time based on information pre-

sented earlier or later in the day, which allowed them to 

piece together the major activities of the day and to reason 

about whether the affective signals resonated with them. 

We consider this a novel and impactful contribution to the 

life logging and 'Quantified Self' movement efforts. 

Recalling Forgotten Events with AffectAura 

During exploration of the interface, all six recalled at least 

one event, generally involving a person that they had for-

gotten about at the time of the interview, and agreed that a 

system that helped them remember the event and tone of the 

event at a future date would be useful. However, comments 

by four participants suggested that not all interactions with 

people are created equal, and that events worth remember-

ing are those that are out of the ordinary: 

―If there was a visitor that day and I had a very 

nice interaction with that visitor, and [months] lat-

er, I want to recall what are the important high-

lights of my week, yes, that would be helpful to re-

call. But these people I interact with every day, I 

already know that I like him, or that I like interact-

ing with that person, so it wouldn't really help me 

that much‖ –P1. 

In addition, a quote by P5 suggests that what qualifies as 

―out of the ordinary‖ may be based on many factors, includ-

ing the frequency of interaction with a known person, meet-

ing a new person, using a different medium to interact with 

the person, or even an unusual topic of discussion:  

―For a person whom I'm interacting very regularly 

with like my manager or my intern on the project, 

there would be so many entries I probably wouldn't 

be so interested. But if it's an outlier, like a visitor, 

or somebody I met, or an email from a friend which 

is not a usual email, I would be interested in re-

membering those […] The reason it [an IM chat 

with his father] stands out in memory is because I 

normally don't talk to my parents a lot on the chat 

[it] was not the regular kind of talk, so that's why I 

would be happy if I could remember that.‖ – P5 

We expect that existing life logging tools and systems could 

readily be instrumented to detect infrequent or new interac-

tions with people, but that the addition of affective sensing 

technology might be particularly useful for tagging interac-

tions with people that trigger an atypical emotional re-

sponse. The potential utility of tagging interactions based 

on emotion is supported by the comments of several partic-

ipants who provided examples of events that would be use-

ful to remember because of their positive or negative tone, 

even though it was someone they typically interacted with.  

How Participants Used Affective Cues in AffectAura 

Two questions we were particularly interested in under-

standing as we explored AffectAura with our participants 

was 1) whether participants used the affective information 

to recall events; and 2) whether the affective information 

resonated with their own memory of a day. 

Affective Cues Aren‘t Memory Triggers. Through our inter-

views, we found little evidence to suggest that affective 

cues alone helped people recall events from earlier in the 

week. Instead, participants tended to reason about the affec-

tive information cues once they had reconstructed what they 

were doing that hour or day based on other artifacts. All six 

participants found multiple hours across the week where the 

activity that the interface suggested that they were doing 

during an hour (e.g., from events, people, emails, etc) was 

accurately reflected by the affective information presented, 

e.g., P5: ―At 11 I was in the talk and it shows me as en-

gaged, calm and neutral, and that was definitely true‖. We 

also saw examples that the visualization accurately reflect-

ed the overall mood of the day, again, once the participant 

had reconstructed the day from specific data artifacts:  

―I'm seeing the emails I sent out and at this point 

people are replying to my emails, essentially point-

ing out things are broken and I‘m realizing 

throughout the day that the problem is bigger than 

I think it is. But it could have been Wednesday 

when I really realized...[looking at the emails] no, 

it was this day....Now that I scan through the 

emails and remember what the day was, and 

*now* I look at the interface, it makes total sense 

that this was what was collected. Mainly because it 

looks like I was excited at the beginning of the day, 



things are going great, and there was a sudden 

drop off and all of a sudden I'm very negative, 

which is exactly what happened on Tuesday.‖ –P4 

P4 provided another example for Thursday, where the highs 

and lows related to a talk he gave were accurately reflected 

at the day view. P2 had a similar experience: once he had 

reconstructed the events of Monday he commented ―I like 

this curve [the varying height of the bubbles indicating ―ac-

tivity‖] and that probably feels about like my day‖. Whe-

reas the patterns over a specific day resonated strongly with 

P2 and P4, other participants found that the interface pro-

vided some insights about patterns across days, for example 

that P3 is more pumped in the morning and more positive 

when interacting with people and that P1 was more positive 

at lunchtime because of her interactions with friends. 

Participants did discover examples where they could not 

find direct evidence for the affective information that the 

system was presenting. Interestingly, this often led partici-

pants to rationalize the information based on what they re-

membered about the day that would not have been captured 

by our system, such as having had morning coffee could 

have made P1 pumped or having ridden his bike to work 

could have made P2 calm. The fact that such explanations 

are only hypotheses suggests there may be some danger of 

creating false memories. This is especially true given that 

all participants provided examples for which the affective 

information contradicted their memory of an hour. A par-

ticularly introspective participant commented ―I don‘t know 

how much of this [his interpretation] is coming from the 

data itself or what I‘m reading into it—apophenia.‖ (P2). 

Rationalizing 3 Dimensions of Affect Simultaneously is 

Hard. Despite the numerous examples that participants pro-

vided where they agreed with the positive/negative, pumped 

up/relaxed, or engaged/unengaged affect reflected in the 

visualization on a given hour, it was relatively rare that all 

dimensions of affect made sense simultaneously. While we 

intentionally surfaced the system’s predictions for all three 

affective aspects to understand what information resonated 

with participants and what did not, the act of rationalizing 

all three clearly increased the cognitive demands of using 

the interface and a simpler design should be explored. 

Affective Cues that Aligned with Memory Reinforced the 

Experience. While AffectAura’s affective cues did not al-

ways aligned with a participant’s memory of an event, par-

ticipants typically made a simple verbal note of the discon-

nect and continued their exploration. By contrast, when 

AffectAura’ affective cues did correspond with the partici-

pant’s memory of the event, participants often declared the 

fact emphatically (e.g. P2: ―it did exactly what I recall‖, P4: 

―that‘s exactly what happened…I‘m shocked you were able 

to collect this data so well‖; P5: ―that was definitely true‖), 

and took a moment to explain why the prediction was cor-

rect. Participants enjoyed finding examples that accurately 

reflected their memories. While this is an early finding, it 

offers intriguing evidence that capturing and reflecting on 

affect can create engaging retrospection experiences. 

To summarize, the visualization of affect across an entire 

day often made sense to participants in retrospect, but was 

not sufficient to reconstruct the events of the day. Even so, 

participants appreciated the times that the system’s affec-

tive information matched their memories, which seemed to 

contribute to a more engaging reflective experience. This 

helped them discover and reflect on productivity-based and 

emotion-based patterns in their day. 

How Participants Used Data Cues 

We were curious to understand whether certain data types 

were more (or less) useful in reconstructing events of the 

day, and what important types of data were missing from 

the interface. Drawing from both our interviews and a post-

interview questionnaire that asked participants to rate the 

utility of each data type in helping them reconstruct their 

day (1=―not very useful‖ to 7=―very useful‖), we found no 

consensus among participants; every data type except for 

URLs was ranked highest by at least one participant.  

URLs, Applications, and Documents Didn‘t Work. URLS 

received the lowest median rating (3) across data types, 

perhaps best explained by P2 who found the URLs ―mea-

ningful but noisy‖. Participants also did not consider appli-

cation information to be very useful (median=3.5) as it was 

represented in the interface. While documents were one of 

the highest ranked data type in our survey (median=5), par-

ticipants never mentioned a document when reconstructing 

the week’s events using the interface; we suspect the dis-

crepancy arises from the fact that AffectAura did not dis-

play the complete list of documents for space saving rea-

sons, but that participants perceived that document names 

accurately reflect what they were working on. 

Email, Events and People Did Work. All the data types that 

directly or indirectly referred to people—email, (calendar) 

events, and people—featured prominently in helping partic-

ipants reconstruct the events of the week, and all were rated 

similarly in terms of their utility (median=4). All agreed 

that email would be more useful if it were prioritized by 

sender, recipients or time. Even so, in 6 instances, email 

played a critical role in helping participants recall events 

from the week. Calendar events were particularly useful in 

helping participants tell a ―story‖ about a particular day. 

Calendar events were also strong anchor points in helping 

participants recall their mood, engagement level and energy 

level; without exception, when a participant reflected upon 

a calendar event, they were able to judge whether or not the 

affective information corresponded to their mood 

Given the role that people play in both email and calendar 

events, it is not surprising that people were by far the most 

often mentioned data type as participants explored the inter-

face. The power that a person’s name can hold in helping 

users recall past events is described by well by P1:  



―I recall it now, but three months from now I 

wouldn‘t be able to recall [that I interacted with] 

that person .... it brings back the sequence—there 

is a story behind that interaction. So seeing that 

name brings back all the context of that day.‖ – P1 

Participants extracted a surprising amount of value from 

behavioral information about when they were and were not 

at work. For four participants, seeing the work pattern (e.g., 

arrived late, left early) not only triggered a previously for-

gotten memory of an event, but was sufficient to recollect 

several other events that happened that day. This provides 

further evidence that exposing and prioritizing ―out of the 

ordinary‖ events may be valuable in a retrospective system. 

How Participants Used the Visualization Features 

Drawing from participant feedback as well as our observa-

tions as participants explored the AffectAura interface, we 

developed insights into the design considerations for future 

systems that support retrospective memory.  

Data Granularity. One tension was the interface providing 

too much data to make sense of at a glance, but too little 

data to reconstruct the activities of every hour, or even 

some of the major events of the day. When participants 

were successful at reconstructing a ―story‖ of the day, it 

was mostly because they discovered one or two cues while 

sifting through the details of the day that they could then 

use to reason forward and backward in time. Participants 

cited important streams of data that were not captured by 

AffectAura, such as face to face interactions, chat/IM/skype 

history, web-based email, phone calls and text messages.  

While future systems can certainly strive to include ever 

more data streams to offer a more complete picture of 

people’s days, participants’ comments suggest that it is 

equally important to reduce the complexity of the interface. 

For example, web and email lists included unimportant 

items that masked the meaningful ones. Consider P3, who 

on the one hand appreciated AffectAura (―I think it was 

great because I usually don't recall details. But looking 

through here I remembered things. Even if it wasn't data in 

the UI it helped me remember facts of the week‖), was also 

overwhelmed by the volume of data presented (―daily, this 

is too much‖). This sentiment was echoed by P6, who found 

that ―going through the day was tedious.‖  

Such user comments highlight the need for judicious pres-

entation of the available data. Most participants suggested 

that they did not want to give up the details, but that higher 

levels of abstraction coupled with drill down would be ap-

propriate. Furthermore, two participants explained why 

even more detail might be required at the lowest level, since 

an hour was too coarse a timescale to reason about certain 

events (e.g., meaningful events can get swamped by less 

meaningful events), and that the boundaries of an hour were 

too rigid (e.g., meetings that start halfway through an hour 

have little to do with the deskwork that was done in the first 

half of the hour.) It remains an open question as to whether 

adding more detail would support users in discovering the 

precise source of an emotional experience. This would re-

quire robust, fine-grained prediction coupled with ―com-

plete‖ data streams, neither of which is possible today. 

Cue Mappings. The visual cues for arousal and valence 

made sense to most participants. Size/height related to 

desktop activity did not resonate with most participants as 

they preferred out of the ordinary events, which were not 

always correlated with desktop activity, to be highlighted. 

How Participants Anticipated Using Such a System 

The interviews highlighted a number of potential uses for a 

system like AffectAura. Firstly, as a memory aid to record 

events automatically and help the user recall events upon 

reflection. In particular, the serendipitous recall of interest-

ing or special events was highlighted by two users. The 

ability to edit entries was raised as an important feature. 

The use of the system as a search tool, not purely for reflec-

tion, was raised by two users. This was tied to the ability to 

better understand patterns within the affective and contex-

tual data on which four of the users commented. Examples 

given were of the relationship between physical activity and 

productivity to one’s affective state and more generally 

patterns of stress over time. Most participants said they 

would be interested in this type of data weekly or monthly, 

reflecting their desire to use this information retrospectively 

to aid memory, which drops off quickly after a day or two. 

The study highlighted challenges for future iterations of 

such a design. One user indicated that over longer periods 

of time it would be important for the system to discern be-

tween the highs and lows of a day (which may be relatively 

insignificant) and the highs and lows of a month or year. 

―The highs and lows of this day were not even high 

enough and low enough to be memorable. Al-

though this was a bad moment, and although I may 

remember it ... that's a blip on the radar.‖ – P2 

FUTURE WORK 

In this work most of the sensors and contextual information 

was limited to data that could be collected at the participant’s 

desktop. Sensors could be utilized in order to capture signifi-

cant emotional experiences and memory triggers may occur 

in other contexts. In this work we did not explore additional 

classification techniques for predicting the users’ states. 

More comprehensive training examples and person-specific 

training data could improve the classification results. Several 

users commented that being able to view the data at more 

granularities may be desirable. A system that detected ab-

normal patterns of behavior could also be useful. Finally, 

users could assist the system with prioritization learning. 

CONCLUSION 

We have presented AffectAura, an emotional prosthetic that 

allows users to reflect on their emotional states over time. 

We designed a multimodal sensor set-up for continuous 

logging of audio, visual, physiological and contextual data, 

and a classification scheme for predicting affective dimen-

sions, including valence, arousal and engagement. We pre-



sented and evaluated an interface for user reflection using 

the system. We demonstrated that users were able to leve-

rage cues from AffectAura to construct stories about their 

days, even after they had forgotten these particular inci-

dents or their related emotional tones. Five of the six partic-

ipants told us that affect would be useful for reflecting on 

events collected in the user interface. We believe this is the 

first automatically collected, longitudinally evaluated emo-

tion memory system. We have delineated many benefits to 

emotion and activity tracking and the particular visualiza-

tion we chose to expose the information to users. 
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