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GARTNER: “WAIT, WHAT? WHAT DID WE JUST SEE?” 

SINGLE-DIGIT 

HOURS 

 

LESS, + QUICK 

RELOAD 

0.3 S OPERATIONS 
GARTNER: “WAIT, WHAT? WHAT DID WE JUST SEE?” 

“A SPREADSHEET WITH 300 BILLION ROWS?” 

 

ONE YEAR OF ADSENSE CLICKSTREAM DATA:  1 PB 

COOKED DOWN WITH MAP-REDUCE, 50X:20 TB 

VERTIPAQ SERVER SCALE-OUT, 33X: 600 GB 

VERTIPAQ IN-MEMORY STORE, 40X: 15 GB 

PROCESS IN EXCEL: 300 B ROWS 

 



COST OF DATA ENTRY FOR 1 PB: 

 

MANUAL DATA ENTRY: $1/kB 

1 PB = $1 TRILLION 

COST OF SERVERS FOR 1 PB: 

 

33 COMMODITY SERVERS @ $3,000 

1 PB = $100,000 

$1 TRILLION : $100,000 = 107 



FOR EACH SEARCH THEY SEND OUT DATA 

THEY ALSO COLLECT DATA ABOUT THE SEARCH AND THE USER 

THEY SAVE MORE DATA THAN THEY SEND BACK 

 

BING IS AN INFORMATION MACHINE,  

CREATING DATA FOR THEIR CUSTOMERS – 

                   THE ADVERTISERS 

CREATING DATA FOR THEIR USERS – 

                    BETTER RELEVANCE AND RANKING ANSWERS 

PETABYTES PER DAY 







“WE WANT TO ANALYZE LINKS FOR PAGE RANKS 

LET’S CRAWL THE WEB AND COLLECT LINKS, 

AND MAKE A DIRECTED GRAPH” 
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𝑝𝑒𝑟𝑐𝑒𝑖𝑣𝑒𝑑𝐿𝑎𝑡𝑒𝑛𝑡𝑉𝑎𝑙𝑢𝑒

𝑡𝑖𝑚𝑒
>

𝑐𝑜𝑠𝑡 𝑑𝑎𝑡𝑎𝐴𝑞𝑢𝑖𝑠𝑖𝑡𝑖𝑜𝑛 + 𝑐𝑜𝑠𝑡 𝑑𝑎𝑡𝑎𝑆𝑡𝑜𝑟𝑎𝑔𝑒

𝑡𝑖𝑚𝑒
 



WHEN IS THIS APPROPRIATE? 

 

1. PERF IS CRITICAL 

2. STORAGE COST IS OK 

3. STALE DATA IS OK 



“WE’LL OPTIMIZE THE DATABASE FOR THIS DUAL USE” 
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AMBIENT 
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WHEN IS THIS APPROPRIATE? 

 

1. PERF IS CRITICAL 

2. STORAGE COST IS OK 

3. STALE DATA IS OK 

SAME 

PARTITIONING 



DATA REDUCE MAP 

DATA REDUCE MAP 

DATA REDUCE MAP 

DATA REDUCE MAP 

SHUFFLE 

SORT 

WHEN IS THIS APPROPRIATE? 

 

1. EASILY PARALLELIZABLE 

2. VERY LARGE SCALE 

3. BATCH! 





PARTITIONS FOR SCALE 

REPLICAS 

FOR 

AVAILABILITY 

1. NO TRANSACTIONS ACROSS PARTITIONS 

2. AUTOMATIC RECOVERY ON NODE FAILURE 

 



 WRITE 

APPLICATION 

 REPLICATE 

WAIT FOR 

QUORUM 

 RETURN 

 READ FROM 

MASTER 

1. NO TRANSACTIONS ACROSS PARTITIONS 

2. AUTOMATIC RECOVERY ON NODE FAILURE 

3. ACID TRANSACTIONS WITHIN A PARTITION 

4. CONSISTENCY 

5. READ PERFORMANCE LIMITED BY MASTER 

WHEN IS THIS APPROPRIATE? 

 

1. APP NEEDS CONSISTENCY 

2. READ AND WRITE LOADS SIMILAR 

 
 

Consistency. 

The applications sees all the effect of its 

transactions as they occurred in 

chronological order 



PARTITIONS FOR SCALE 

REPLICAS 

FOR 

PERFORMANCE 

1. NO TRANSACTIONS ACROSS PARTITIONS 



Consistency. 

The applications sees the effect of other 

transactions with invalid chronological 

order  WRITE 

APPLICATION 

 REPLICATE 

WAIT FOR 

QUORUM 

 RETURN 

 READ FROM 

REPLICAS 

1. NO TRANSACTIONS ACROSS PARTITIONS 

2. ATOMIC TRANSACTIONS WITHIN A PARTITION 

3. NO READ CONSISTENCY ACROSS PARTITIONS 

4. EVENTUAL CONSISTENCY 

LB 

WHEN IS THIS APPROPRIATE? 

 

1. READ FOCUSED LOAD 

2. PERF IS CRITICAL 

3. WEAK CONSISTENCY OK 

 

 

SQL Always ON (HADRON) with 

Readable Secondaries  



ALLOWS TUNING READ PERF 

BY ALLOCATING RESOURCES 

TO HOT PARTITIONS 





“WE HAVE BEEN SUCCESSFUL AS A 

DATABASE COMPANY FOR SO LONG,  

PEOPLE DON’T RECOGNIZE THIS IS A NEW ERA.” 



WE HAVE THE TECHNOLOGY 

WE HAVE THE DATA 

 

DO WE HAVE THE IMAGINATION? 




