






The attacker runs a program on the system that is 
performing the cryptographic operation of interest 

Basic idea: observe computation’s effects on the 
system, and learn information from that 

Recent attacks are asynchronous, in that they do 
not require the attacker to achieve precisely timed 
observations of the victim 
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True detection rate (with 1% false positive) 
  Foe VM running cloud applications 

Simulated with PARSEC benchmarks: 84% - 100% 
Foe VM running PRIME-PROBE protocol 

Less frequent, smaller cache region: 15%  

More frequent, larger cache region: 85%  

 

Performance overhead 
Address remapping: 150ms for remapping a 2GB memory (1/16 mapped to monitored cache region) 

Less than 5% overhead during detection period 






