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While the term spoken language understanding mostly ratetbe understanding of
spoken utterances directed at machines, as they are most&raiord, recent progress in
recognition and understanding the human/human convensasind multi-party meetings is
not negligible. While there is significant amount of prevsomork on discourse processing
especially in social sciences (such as in the field of comiens analysis), processing
human/human conversations is a relatively newer area fikesplanguage processing.

In this chapter we focus on two-party and multi-party hurhamian conversation
understanding approaches, mainly focusing on discoursgelimg, speech act modeling,
and argument diagramming. We also try to point the bridgdistuusing human/human
conversations for building better human/machine conviensal systems or using the
approaches for human/machine understanding for betteeh{maman understanding and
vice versa.

1.1 Background

While speech is the most natural medium of human/human coriwation, little of spoken
data is available for research purposes due to privacy oyrighp issues or signal quality
related issues, such as non-ideal recording conditiongn @vsome call centers. Unlike
textual communication, such as emails or instant messagjimgst all of spoken interactions
are lost unrecorded, unprocessed.

Arguably the most famous human/human conversations cofwischboard (Godfrey et
al. 1992), has been collected in the early 90s, sponsoredebRARPA. It is a large multi-
speaker corpus with 2430 telephone conversations of 3 toihQtes duration (averaging
6 minutes) each, spoken by about 500 paid volunteers on giegrdined topics, totaling
240 hours of speech and about 3 million words of text. Thigpasthas first been designed
to complement the TIMIT corpus (Zue et al. 1990), which weesdrspeech, and the ATIS
corpus (Price 1990), which was human/machine interactieiggire 1.1 shows an example
excerpt from the Switchboard corpus. The original targeésgarch areas were speech and
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2 Human/Human Conversation Understanding

e 172.16 175.05 A: because anytime you can walk through a dag@erten dollars an
hour. laugh

e 175.20176.87 B: %o0h, that's, that’s very good.

e 175.47 176.92 A: i, idon’t, i don’t see any

e 176.92179.25 A: ((well)) yes it is very good, you know?

e 178.02 179.31 B: mhm, that’s ((really)) good.

e 179.80182.61 B: i know a friend of mine also, he worked at th&t pffice

e 182.63 186.70 B: and, i worked at the post office a long time amd)) it was very
powerful.

e 182.87 183.35 A: mhm.

e 185.64 186.63 A: ((y)) so did i.

e 187.03 188.97 B: oh you did? laugh okay laugh.

e 187.07 187.48 A: mhm.

e 187.84 188.88 A: yes i did.

e 189.03 189.75 B{breath and

e 189.42192.41 A: as a matter of fact, i worked at4heC office, north = Capital street.
e 192.46 193.38 B: %0h okay.

e 193.46 194.01 A: yeah.

e 193.91 195.49 B: and when, remember when

e 195.55198.07 B: well, y- i don’t know how old you are, but i'glling my age.

e 198.09201.89 B: (()) when the post off- when the postal warkehen they went on
strike

o 198.59 198.99 A{laugh}

Figurel.l An excerpt transcription from the Switchboard corpus witisfldency (%), lower
human transcriber confidence (double parentheses) narisfes., “breath”), and named entity
annotations.

speaker recognition instead of speech understandingc®sis has indeed been extensively
used in these areas and is still being used. After the suafefis study, a follow-up
collection, named Switchboard-1l, has been performed.

The need for more natural and multilingual/accented cavatenal speech corpora has
then led to collections named as CallHome and Call-Frierd¢chvhave small number of
speakers making relatively longer telephone conversatimpeople they already know.

Furthermore, goal-oriented human/human dialogues haaredidlected, which is a mix of
ATIS and Switchboard corpora. Some notable studies inchel@RAINS (Allen et al. 1995)
corpus for transportation planning, the Monroe (Stent 2@0€pus for disaster handling, and
the MapTask (Anderson et al. 1991) corpus for giving dietion a map. TRAINS is a
collection of task oriented human/human dialogs for thedpmrtation domain. The speaker
tries to ship some boxcars to some location. The other huplaying an assistant system
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which has access to extra information tries to help the greak

With the start of another large scale DARPA program, namedREA(Effective,
Affordable, Reusable Speech-to-Text), a larger corpumetaFisher, has been collected
with 16,454 English conversations, totaling 2,742 hoursspéech. This data has been
transcribed using LDC “quick transcription” specificatipnthat include a single pass with
some automated preprocessing.

The speech processing community has then studied extenditmo-party human/human
conversations in a few directions: multi-party human/hnrmanversations (or meetings),
lectures, and broadcast conversations (such as talkshovesjcast discussions, etc.).

Projects initiated at CMU (Burger et al. 2002) and ICSI (daei al. 2004) in the late
1990s and early 2000s collected substantial meeting carad investigated many of the
standard speech processing tasks on this genre. Subdggsmreral large, interdisciplinary,
and multi-site government-funded research projects hawestigated meetings of various
kinds. The AMI (Augmented Multi-party Interaction) Consam (AMI n.d.) and DARPA-
funded CALO (Cognitive Assistant that Learns and Organizg&3ARPA Cognitive Agent
that Learns and Organizes (CALO) Projech.d.) projects concentrate on conference-
room meetings with small numbers of participants. The CHTorfiputers in the Human
Interaction Loop) project (CHI n.d.) collected a series @ftures dominated by a single
presenter with shorter question/answer portions, as welsame ‘“interactive” lectures
involving smaller groups. AMI and CHIL also produced cor@of time-synchronized media,
generally including close-talking and far-field microplesnmicrophone arrays, individual
and room-view video cameras, and output from slide projs@ad electronic whiteboards.

Starting in 2002, the annual NIST Rich Transcription (RTakEmtions have become a
driving force for research in conversational speech pinggechnology, with substantial
performance improvements in recent years. In order to ptemabustness and domain-
independence, the NIST evaluations cover several gencesogits, ranging from largely
open-ended, interactive chit-chat, to topic-focusedgmiineetings and technical seminars
dominated by lecture-style presentations. NIST evaluatdg the speech recognition and
speaker diarization systems, with a focus on recognitiomfmultiple distant table-top
microphones.

However, technology has advanced such that many other wfpadgormation can be
detected and evaluated — not least including dialog acgs¢cdpand action items. In the
next sections, we will try to cover basic understandinggestkdied in the literature.

1.2 Human-Human Conversation Under standing Tasks

Conversations between humans is the most natural and effisi@y of communication.
Various types of conversational setups such as two-panysrsations, multi-party meetings,
and lectures exist in everyday life of people. For examplthiworganizations, people meet
for various reasons, such as discussing issues, task as=igs and planning. While such
conversational interactions are so common, there is silglobally adopted automated
or semi-automated mechanism for tracking conversatiasng the conversation content
for later use by participants or non-participants, or awttically annotating certain content
related features such as topics discussed or argued,atecisiade.

Recently, the availability of conversational speech coapas discussed earlier, and
shared task evaluations such as the ones performed by Né&Silitafted research on



4 Human/Human Conversation Understanding

automatic processing of conversational speech. Furthesrmogeneral, such human-human
communication in stored audio form has rapidly grown in jloyg ample source material
for later use. In particular, the increased prominence afdeas a basic user activity has
meant that the ability to automatically browse, summaidzeg, graphically visualize various
aspects of the spoken content has become far more important.

However, there are still open questions: What informatiomfthese interactions would be
useful for later use? Does this information depend on usgsfse? How could the transcripts
of these conversations be used? Our goal in this chaptet te® answer these questions, but
provide an overview of some of the research done in the lastdieto process human/human
conversational speech for providing access to their cdsiten

e Dialog act taggingaims to annotate speech acts such as suggestions, qseftiotty
with conversational linguistics acts such as acknowledgmegreement, and so on.
This task is heavily influenced by annotated human/humamaumtiparty meetings
corpora such as Switchboard and ICSI/AMI data sets. This imgnainly treated
as an enabling technology for further conversation prangssuch as extracting
action items or discussions. Dialog act tagging is genefadimed as an utterance
classification problem (Stolcke et al. 2000; Tur et al. 2G06png others), following
the dialog act segmentation.

e Dialog act segmentatiaraims to chop a spoken utterances into dialog act units as
defined by the dialog act tagging schema followed. While ihia task very close
to sentence segmentation, there are certain nuances due nature of spontaneous
conversational speech. Dialog act segmentation is treate@ binary boundary
classification problem using lexical, prosodic, and adodeatures (Kolar et al. 2006;
Shriberg et al. 2000, among others). There are also fewestydirforming joint dialog
act segmentation and tagging (Warnke et al. 1997; Zimmenreaal. 2005). We will
cover both dialog act tagging and segmentation in Secti®mfter providing detailed
information on various dialog act tagging schema.

e Discourse and topic segmentatiaims to chop a conversation into topically coherent
units. While topic segmentation of text or prewritten sgeéx a well established
area, there are relatively fewer studies on processing hlimmeman conversations and
multiparty meetings. We cover this area in Cha@®m this book.

e Summarizationaims to generate a compact, summary version of meetinggigms.
These summaries can be formed by extracting original spedtarances (extractive
summarization) or by formulating new sentences for the samgn{abstractive
summarization). Speech summarization is covered in dat@hapter??.

e Action item and decision detectioaims to detect task assignments to people and
associated deadlines and decision making subdialogsglanmeeting. These can be
used to enter such information into the related person&ncir, or to track status and
progress in the following meetings. The decisions made iatings can be used for
indexing meetings, and one can go back and access the cohtestmeeting where
a specific decision was made. They can also be used to tragkessoand efficiency
of meetings. We will cover some preliminary work towardsei¢ing action items and
decisions in formal multiparty meetings in Section 1.4.
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e Agreement/disagreement detectiamims to mark agreements and disagreements
between meeting participants with the goal of supportingting summarization,
and decision and action item detection. While this task aasden under dialog act
modeling, depending on the following application it will bsed for, it can be treated
as a special subtask. We will cover this task under dialogaggfing, action item and
decision detection sections.

e Subjectivity and opinion detectioaims to mark subjective content in meetings, such
as opinions, sentiments and arguing. While there is a litegaiure on text processing
in these areas, speech processing is relatively newer buiirgy very quickly. This
topic will be analyzed in Section 1.7.

e Modeling Dominanceaims to detect dominant speakers spoken conversationg usi
acoustic and lexical cues. Dominant speakers are definegliag to assert authority
by manipulating the group or certain individuals in the groDther nonverbal features,
such as speaking time, and verbal cues, such as number of smoken have also been
found to be useful. This new area is briefly covered in Secti®n

e Speaker role detectioraims to classify each of the speakers with respect to their
institutional roles. While this is an area deeply rootedadanial sciences, most systems
have taken a simplistic view and instead focused on prafeasiroles, such as
professor vs. student, boss vs. employee, or project managsoftware engineer.
This topic will be covered in Section 1.8.

e Hot spot detectionaims to mark regions in which participants are highly imeal in
the discussion (e.g., heated arguments, points of excitgued so on). This relatively
newer area in processing conversations will be coveredétid®el.6.

e Addressee detectiorAn important enabling task in processing conversations is
to determine who is talking or referring to who. This is udeifu downstream
understanding of conversations in that it provides esgkesdimantic grounding to the
analyzed dialog. This task also covers resolving the (eafhepronominal) references
in utterances. More detailed information is provided intiec1.5.

e Argument diagrammingaims to display the flow and structure of reasoning in
conversations, especially in discussions and argumentsefample, one meeting
utterance may open a new issue and another utterance mayagkabn it in response.
While deeply rooted in social sciences, there is an emergitegest to this task
and some preliminary studies. Argument diagramming is rifeesd in more detail in
Section 1.10.

1.3 Dialog Act Segmentation and Tagging

A speech act is a primitive abstraction or an approximatesssmtation of the (typically)
illocutionary (rather than locutionary or perlocutiongiyrce of an utterance, such as asking,
answering, promising, suggesting, warning, or requesflige communicative speech act
theory goes back to the 1960s, when Austin (Austin 1962) ddfian utterance in a
conversation as a kind of action being performed by the greakter Searle modified the
taxonomy of Austin into five major classes (Jurafsky and M&008):
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e Assertives (or representatives) for committing the spesksomething is being the
case such as suggesting, concluding

¢ Directives for attempts by the speaker to do something ssidndering or advising

e Commissives for committing the speaker to some future actiech as planning or
betting

e Expressives for expressing the psychological state ofplkaler such as thanking or
apologizing

e Declarations for bringing about a different state of theldisuch as “I name this ship
the Titanic”

While this taxomony covers many of the actions conveyed ieesh, it ignored the
conversationahspect of the spoken interactions such as grounding andmaians such
as acknowledgments or backchannels. According to ClarkSaidhefer, a conversation is
a series of presentations and acceptances (Clark and 8cH#&89). In the first phase, a
speaker performs a kind of speech act as explained aboveliffeeence is in the second
phase where the hearer acts upon this speech act. In thiptacce phase, the hearer
groundsthe previous utterance in a variety of methods such as adkdging, repeating
or paraphrasing the previous utterance, utters on the eé&gant contribution, or simply
shows continued attention:

A: | worked at the DC office as the branch manager

e B1: Oh, okay (acknowledgment)
e B2: And that was in 2000, right? (next contribution)
e B3: Oh, you were the manager there (paraphrasing)

This more complex framework of joint linguistics acts withiat phases is studied under
the name otlialog act tagging The main goal of dialog acts is to provide a basis for further
discourse analysis and understanding. For example, itdes hown that dialog acts can be
used to extract the action items or question/answer paisrirersations as discussed later.
Furthermore, as dialog acts are designed to be task indepgrids easier to reuse them or
use them as a starting point when processing new genre.

1.3.1 Annotation Schema

There are a number of dialog act tagging schema proposecilitéhature. Two popular
contemporary dialog act sets for conversational speedteititerature are DAMSL (Dialog
Act Markup in Several Layers (Core and Allen 1997) and MRDAegIng Recorder Dialog
Act) (Shriberg et al. 2004b). Next we will cover these two atigers in more detail.

DAMSL focuses on providing multiple layers of dialog act tkagp. Each layer allows
multiple communicative functions of an utterance to be lkatbeg~or example an utterance can
simultaneously perform actions such as responding a gqmestonfirming understanding,
promising to perform an action, and informing. DAMSL is ongged into three main
categories, one for the speech acts, another for the acoepghase, and a third set for
covering extra dimensions of communication:
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e The Forward Communicative Functions consist of a taxonamg similar style as
the actions of traditional speech act theory, namely remtasives (or statements),
directives, commissives, and performatives (or dechagaji Since it has been designed
for task-oriented dialogs, they added one more categadigdc@pen-Option, where a
speaker gives a potential course of action but does not sheferpnce toward it (hence
different than suggestion) such as in “how about this?”.

e The Backward Communicative Functions indicate how theemtrutterance relates
to the previous dialog, corresponding to the acceptanceseptadbove, such as
accepting a proposal confirming understanding or answexiggestion. It consists
of four categories: Agreement classes, namely Accept, dRejglaybe, Hold,
Partial-Accept and Partial-Reject, understanding clgssamely Acknowledgment,
Repeat/Paraphrase, Completion, Correct misspeakingesing. They also added one
class for signaling non-understanding, such as “huh?” ou“gnean, to Dansville?”,
and another class for covering utterances with an infolnatlation to the previous
one, such as providing examples, elaborating on it, etc.

e The Utterance Features include information about an uttemform and content such
as whether an utterance concerns the communication pridssesor deals with the
subject at hand. It has three subcategories: The informégieel identifies whether
an utterance is about a task, task management (such as “iviest are available”),
or else (communication management) utterances. The coinative status is for the
abandoned and uninterpretable utterances. The syntaetigrés (a misnomer) cover
generic communicative utterances such as “hello”, anchexations such as emotional
utterances.

Figure 1.2 provides a summary of the three main categorieanobtations. Some
popular corpora annotated with DAMSL tags are the TRAINSgAlet al. 1995)
corpus for transportation planning, the Monroe (Stent 2@@0pus for disaster handling,
the MapTask (Anderson et al. 1991) corpus for giving dimwi on a map, and the
Switchboard (Godfrey et al. 1992) corpus.

Jurafsky et al. (1997) have adopted the DAMSL schema for th#cBboard corpus.
They managed to exploit about 80% of the DAMSL tags, but fotade cases they made
some changes. For example, they added non-verbal (sucteathpand third party talk to
communicative status, formed subcategories for answeh(as yes/no answer, descriptive
answer, etc.), and similarly for the information request(sach as yes/no question, open
guestion, etc.), merged assert and re-assert, and martéigd.liehey ended up with about 60
tags, which can be clustered into 40 categories.

Note that, not all dialog act tagging schema creation effbave been motivated by the
existing social theories. A notable example is the Verbindigilog act tagging schema,
which is used for planning schedules (Susanne et al. 19%9t®.dEsigners have come up
with a tagset motivated by the existing corpus instead ofother way around. They have
generic tags such as thanks, greet, introduce, by, a subsational speech acts such as
request or suggest, and a subset of acceptance tags sugbchsaecept, confirm, clarify,
and a number of task related tags such as backchannel, gadiegrreason (e.g., “because
| have meetings all afternoon”), and initial-request (€'lgvant to make an appointment for
tomorrow”). At this point, also note the relationship beenehe dialog act tagging and the
intent determination task studied for human/machine augons covered in Chaptép.
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Forward Communicative Functions (Speech act phase)

e Statements (Assertives or Representatives)
e Directives and Open-Option

Commitments

e Performatives

e Other

Backward Communicative Functions (Acceptance phase)

e Agreements

e Understandings

e Answers

e Information-Relation

Utterance Features

e Information Level
e Communicative Status
e Syntactic Features

Figurel.2 The DAMSL annotation categories.

A different view for conversation act tagging has been psagidoy Traum and Hinkelman
(1992). Their schema consists of four layers depending enitlit to be tagged:

e Turn taking tags for sub-utterance units. These are maiolgr fmechanisms for
keeping or releasing the turn.

e Speech acts for discourse units. These include traditspedch acts such as suggest,
request, questions, etc. But instead of tagging one utteranset of utterances called
discourse units are tagged. A discourse unit consists ohiialipresentation and
subsequent utterances until act is mutually understoodgfounded). Hence, the
shortest discourse unit is an initial presentation and aeeagent or acknowledgment.

e Grounding tags for utterance units. These correspond giesiriterances or sentential
units for the acceptance phase, such as for acknowledgometitnue, or repair.

e Argumentation acts for one or more discourse units. In thetn@asic form, a
guestion/answer pair is an argumentation act with one diseounit. However,
argumentation acts can be built up hierarchically. For gdamna typical conversation
from the TRAINS corpus can start with goal specificationldekd by planning and
then verification of the plan. These tags are also very gjasdhted to the argument
diagramming of the conversations which we will cover later.

The latter popular dialog act tag annotation scheme, MR&u$es on multi-party
meetings. This schema has been used to annotate the ICShgneetpus, a collection
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Tag DAMSL MRDA | Tag DAMSL  MRDA
Indecipherable % % Conventional Opening fp
Abandoned %- Y%o— Conventional Closing fc

Interruption %- Topic Change tc
Nonspeech X X Explicit-Performative fx

Self-Talk t1 t1 Exclamation fe fe
3rd_party Talk t3 t3 Other Forward Function fo

Task Management t t Thanks ft ft
Communication Management c Welcome fw fw
Statement sd S Apology fa fa
Subjective Statement sV S Floor Holder fh
Wh- Question qw qw Floor Grabber fg
Y/N Question ay qy Accept, Yes ny, aa aa
Open Ended Question go go Partial Accept aap aap
Or Question qr qr Partial Reject arp arp
Or Clause After Y/N Question qrr qrr Maybe am am
Rhetorical Question gh gh Reject, No nn, ar ar
Declarative Question d d Hold h h
Tag Question g g Collaborative Completion 2 2
Open Option 00 Backchannel b b
Command ad co Acknowledgment bk bk
Suggestion co cs Mimic m m
Commit cc cc Repeat r
Reformulation bf bs Appreciateion ba ba
Sympathy by by Downplayer bd bd
Misspeak Correction bc bc Nonlabeled z
Rhetorical-Question Backchannel  bh bh Signal Non-understanding br br
Understanding Check bu Defending/Explanation df
Misspeak Self-Correction bsc "Follow me” f
Expansion/Supporting Addition e e Narrative-Affirmative Answers  na na
Narrative-Negative Answers ng ng No-Knowledge Answers no no
Dispreferred Answersnd nd nd Quoted Material q

Humorous Material j Continued From Previous Line  +

Hedge h

Figurel.3 SWBD-DAMSL and MRDA tag sets. Italic means slightly modifieganing.

of 75 about one hour long multiparty dialogs, naturally aceig in an academic setting.
While it is similar to SWBD-DAMSL, one big difference is thdtincludes a set of labels
for floor management mechanisms, suclilasr grabbingandholding, which are common
in meetings. Furthermore additional tags were used foctdpanges and humorous material
such as jokes. Interrupted sentences were also assigriedddéeated tags, different than
abandoned sentences. Statements and subjective stadeanemiombined as well. The tag
sets for MRDA and DAMSL extended for the Switchboard corf@&BD-DAMSL) schema
are presented in Figure 1.3. A sample meeting (actually aheumeetings project itself) is
also presented in Figure 1.4.

Clark and Popescu-Belis has also proposed a more shallogintagschema called
MALTUS, which is easier to tag automatically (Clark and PspeBelis 2004). MALTUS
basically clustered some of the MRDA tags and dropped solmer@tAn utterance is then
tagged with one of the four high level tags: statement, dgoesbackchannel, and floor
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Time Speaker DA Tag Transcript

2804-2810 c3 &f‘e.%- | mean you can'tjust print the values in ascii ==
2810-2811 c6 fg well ===

2810-2811 c5 arp’j not unless you had a lot of time

2811-2812 c5 %- and ==

2811-2814 c6 u uh and also they’re not - | mean as | understand it you -

you don’t have a way to optimize the features
2814-2817 c6 gy grt right?
2818-2818 c2 &a right

Figurel.4 A sample excerpt from the ICSI meeting corpus annotated MRIDA tags.” is used for
multiple labels for the same dialog act unit grid used for consecutive dialog act tags (from (Shriberg
et al. 2004b)).

mechanism, followed by one of the eight subcategories ahilvehich are attention, action,
correction/repetition, politeness, and positive/negdtindecided responses. More detailed
information about various dialog act schema and compasisan be found in (Popescu-Belis
2005).

1.3.2 Modeling Dialog Act Tagging

Dialog act tagging is generally framed as an utterance ifilzetson problem (Mast et al.
1996; Stolcke et al. 2000; Tur et al. 2006, among othersyi®ue studies differ in the
features and classification algorithms they have emplogddtee dialog act set (as presented
before) they use. The range of features include lexicahasaord:.-grams), prosodic (such
as pitch and energy), syntactic, contextual (such as thequeand next estimated dialog act
tags), and others (such as number of words, duration), mgdtionormalized by the speaker
or the conversation.

The basic approach as taken by Tur et al. (2006) is to tredt satence independently
and to employ lexical features, that is wategrams and number of words in the sentence
in classifiers. They used the ICSI meeting corpus with higglel MRDA tags:question
statementbackchanneldisruptions andfloor grabbers/holdersvith a Boosting classifier.

Mast et al. (1996) used semantic classification trees, aiitalthe approach taken by Kuhn
and Mori (1995). They are basically decision trees wherattes query about existence of
phrases. Following the decision tree training literatuaeldthen, they used the Gini criterion
to decide on convergence. They showed performance resitig 19 dialog act tags on the
German VerbMobil spontaneous speech corpus.

The first study using prosodic information for dialog acigieng was presented in (Shriberg
et al. n.d.). They used decision trees to query also progedtares such as pitch, duration,
pause, energy, and speaking rate. They demonstrated tsutdyr contributed significantly
to improving dialog act tagging performance both when usingnual and automatic
speech transcriptions of the Switchboard corpus, follgwwhre SWBD-DAMSL schema, as
explained above.

Stolcke et al. (2000) presented a more comprehensive systectassifying dialog acts
based on lexical, collocational, and prosodic cues, asagetin the discourse coherence of
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the dialog act sequence. The dialog model is based on tgetitendiscourse structure of
a conversation as an HMM and the individual dialog acts agmasions emanating from
the model states. Constraints on the likely sequence digliatts are modeled via a dialog
actn-gram. The statistical dialog act grammar is combined witrdim-grams, decision
trees, and neural networks modeling the idiosyncratickhxand prosodic manifestations of
each dialog act. They also reported performance figureg tisgSwitchboard spontaneous
speech corpus.

Following these studies, Venkataraman et al. tried empbpygictive learning and lightly
supervised learning for reducing the amount of labeled dataled for dialog act tagging
with HMMs. They concluded that while active learning does Inelp significantly for this
task, exploiting unlabeled data by using minimal supeoviss effective when the dialog act
tag sequence is also modeled (Venkataraman et al. 2005).2002

Tur et al. (2006) proposed model adaptation methods foogiatt tagging. They used the
ICSI meeting corpus with five high-level meeting recogmitébalog act tags, and performed
controlled adaptation experiments using the Switchbo&WEBD) corpus with SWBD-
DAMSL tags as the out-of-domain corpus. They obtained ficantly better performance by
automatically selecting a subset of the Switchboard cogmasscombining the confidences
obtained by both in-domain and out-of-domain models vidsliigregression.

Margolis et al. (2010) presented an extension of this stedgmtly, focusing on cross-
lingual adaptation using non-lexical features and usinghime translation outputin the other
language. They have performed experiments using MRDA anBIS\VEimilar to (Tur et al.
2006) for English and the Spanish Callhome corpus for cliagstal adaptation. They have
mainly explored the use of structural correspondenceilegii$CL) for domain adaptation,
which relies on feature transformation of learned pivotdess, which are informative for
both domains.

More recently, Rangarajan et al. (2007) proposed expbifnosodic and syntactic
features in a Maximum Entropy classification framework. ifl@@ntribution was using
a syntax-based categorical prosody prediction. They tegdmproved results using the
Switchboard corpus over the baseline using only lexicalies.

1.3.3 Dialog Act Segmentation

Dialog act segmentation is a crucial first step in processimigversational speech such
as meetings or broadcast conversations as most of the folowrocessing such as
summarization or argument diagramming rely on sententitbuDialog act segmentation
is generally framed as a word boundary classification prabMore formally, the goal is
finding the most likely boundary tag sequen€egiven the features;’, in a sentence..

argmazxy P(T|F)

To this end mostly generative, discriminative, or hybriddals are used. The most well
known generative model is the hidden event language mosl@t@duced by (Stolcke and
Shriberg 1996). In this approach, sentence boundarieseatetl as the hidden events and
the above optimization is simply done by the Viterbi aldguomitusing only lexical features,
i.e. language model.

For example, Figure 1.5 shows the model for the two-clasdleno. nonboundary
(NB) andsentence boundarsB) for sentence segmentation. Table 1.6 shows an example
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o

Figurel.5 Conceptual hidden Markov model for segmentation with twatest: one for segment
boundaries, one for others.

Emitted Words ... people are dead few pictures
State Sequence... NB NB SB NB NB

Figurel.6 Sentence segmentation with simple 2-state Markov model.

sequence of words emitted. This method was extended witfusiom networks in (Hillard
et al. 2004).

Note that this is not different from using an HMM as is typlgalone in similar tagging
tasks, such as part of speech (POS) tagging (Church 1988neechentity extraction (Bikel
et al. 1999). However, it has been shown that the conventiélM approach has certain
weaknesses. For example, it is not possible to use any iaftymbeyond words, such as
POS tags of the words or prosodic cues for speech segmentatio

To this end, two simple extensions have been proposed: 8grét al. (2000) suggested
using explicit states to emit the boundary tokens, henaarpurating nonlexical information
via combination with other models. This approach is usedséartence segmentation and
is inspired by the hidden event language model (HELM), asothiced by (Stolcke and
Shriberg 1996), which was originally designed for speedflutncies. The approach was
to treat such events as extra meta-tokens. In this modelstate is reserved for each
boundary token$' B and N B, and the rest of the states are for generating words. To kase t
computation, an imaginary token is inserted between akeoutive words, in case the word
preceding the boundary is not part of a disfluency. The fahgnwexample is a conceptual
representation of a sequence with boundary tokens:

... people NB are NB dead SB few NB pictures ...

The most probable boundary token sequence is again obsimety by Viterbi decoding.
The conceptual HELM for segmentation is depicted in Figure 1

These extra boundary tokens are then used to capture otharimh@mation. The most
commonly used meta-information is the feedback obtaineh fother classifiers. Typically,
the posterior probability of being in that boundary stateus®d as a state observation
likelihood after being divided by prior probabilities. Tdeeother classifiers may be trained
with other feature sets as well, such as prosodic or syntarding decision trees to get hybrid
models (Shriberg et al. 2000).

The second extension is inspired from factored languageefagqd.Ms) (Bilmes and
Kirchhoff 2003), which capture not only words but also marfagical, syntactic, and
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Figurel.7 Conceptual hidden event language model for segmentation.

other information. (Guz et al. 2009) proposed using factoHELM (fHELM) for
sentence segmentation using POS tags in addition to wordsdorporating morphological
information, which is especially important for inflectidb@nguages.

With the advances in discriminative classification alduris, researchers tried using
Conditional Random Fields (Liu et al. 2005), Boosting (Cdrenet al. 2006), multi-layer
perceptrons (Mast et al. 1996), and hybrid approaches Bgingting and Maximum Entropy
classification algorithms (Zimmerman et al. 2006). Featuwan be the presence of specific
wordn-grams around the candidate boundary, an indicator of begide a quotation in text,
an indicator of presence of the preceding word tokens in &neaimation list, or duration of
pause, pitch, energy, and other duration-related featmigseech.

Zimmerman et al. (2006) provides an overview of differerdssification algorithms
(Boosting, hidden-event language model, maximum entroylydecision trees) applied to
the dialog act segmentation for multilingual broadcast :1eWihey concluded that hybrid
approaches are always superior and (Guz et al. 2009) catthhdt this is also true with
CREF, although to a lesser degree.

So far, most approaches to sentence segmentation havefbousecognizing boundaries
rather than sentences in themselves. This has occurredidggecé the quadratic number
of sentence hypotheses that must be assessed in comparidenriumber of boundaries.
To tackle that problem, Roark et al. (2006) segment the iapabrding to likely sentence
boundaries established by a local model, and then trainanker on the n-best lists of
segmentations. This approach allows leveraging of seatlavel features such as scores
from a syntactic parser or global prosodic features. Faved €2008b) proposed to extend
this concept to a pruned sentence lattice, which allows @oimdp of local scores with
sentence-level scores in a more efficient manner.

Recent research has focused on model adaptation methodsfooving dialog act
segmentation for meetings using spontaneous telephonersations, and speaker-specific
prosodic (Kolar et al. 2007) and lexical modeling (Cuendetle2006). Guz et al. (2010)
has studied the effect of model adaptation of segmentatidrtagging jointly applied in a
cascaded manner. There are also a number of studies stulgimgpact of segmentation on
follow-up tasks such as summarization (Liu and Xie 200&primation extraction (Favre et
al. 2008a), and translation Matusov et al. (2007).
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1.3.4 Joint Modeling of Dialog Act Segmentation and Tagging

While most systems first segment input speech utteranaegiaibg act units and then assign
dialog act tags (e.g., (Ang et al. 2005; Mast et al. 1996; Tat.€2010, among others)), there
are a number of studies proposing joint segmentation argirtggTwo notable ones include
the following: Warnke et al. (1997) proposed to use the A’aillpm to search for optimal
segmentation and classification of dialog acts. The cateldar boundaries are determined
using a multi-layer perceptron classifier and the dialogcactdidate tags are determined
using statistical language models. Then the task of thegiat®n is choosing the optimal
joint segmentation and tagging. Zimmermann et al. (2008)the other hand, proposed a
totally joint approach, without any underlying segmematand tagging components. Their
approach is based on generative approaches for segmentattbinstead of using only two
boundary classes (e.g., SB and NB in the above example)réiseyved one boundary class
per dialog act tag. Note that, using hidden event models approach may be used to build
hybrid joint classification models trained with prosodictiner features.

1.4 Action Item and Decision Detection

A practical high level task for understanding human/humamversations is extracting key
information related to action items and decisions. Theskstare also among the most
commonly requested outputs from meetings according tostadres (Banerjee et al. 2005;
Lisowska 2003).

However, it is not clear what constitutes a decision or afoadtem. For example, one
would argue that an action item consists of an assertionhtamd, or suggestion (e.g.,
“do this until tomorrow”) which has optionally an assigneela due date, followed by an
agreement. However it is not hard to think cases where sughgistic view fails to cover
what is intended in this task (e.g., “open the window now?¥) hatural language is nothing
but gray areas when it comes to semantic processing.

While some researchers have treated this task as a subtasigwhent diagramming
(Section 1.10), putting it in a larger scope (e.g., (Verleeal. 2006)), a number of studies
have directly attacked these tasks after carefully limgitthe scope of the task and the
conversation style to minimize these gray areas (more filyni@increase the interannotator
agreement). For example, consider the excerpt in Figurédn8the CALO corpus, where
there is a clear task that needs to be done and an assignee.

More specifically, both tasks are defined as marking dialog uaiits which have
information about action items (typically the task itsedfgether with the due date and
responsible party) and decisions (the issue involved amdedolved course of action).

There is some related work in the text processing domainsiog on the emails under the
DARPA PAL program, using Enron email corguhis is a binary classification task, trying
to detect whether an email (or a sentence in an email) hasanigrtt related to any action
item (Bennett and Carbonell 2005, 2007; Corston-Olivel.€2@04). F-scores around 80%
are achieved on the task of classifying emails as contaiaatign items, and 60% to 70%
when classifying individual sentences. They used wogtams with SVM classifiers.

To process spoken multi-party conversations, similar aagmes were employed but with
mixed results. Some success has been shown in detectingjostemaking utterances in

http://www.cs.cmu.edu/ enron/
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¢ John Smith so we need to arrange an office for joe browning (statepadit

e Kathy Brown are there special requirements (questitohn)

e Cindy Greenwhen is he co- (disruptigfdohn)

¢ John Smith yes (affirmatioriKathy) // there are (statemefitathy)

e John Smith we want him to be close to you (statemggathy)

e Kathy Brown okay (agreemeritlohn) // I'll talk to the secretary (commitmefdohn)
e Cindy Greenhold on (floor grabbefall) // wh- when is he coming (questigdohn)
e John Smith next monday (statemef€indy)

e Cindy Greenuh-huh (backchanngall)

Action Item: Arrangement of Joe’s office location
Owner: Kathy

Decision: Location of Joe’s office to be close to Kathy

Summary:

¢ John Smith so we need to arrange an office for joe browning (statepadint
e John Smith we want him to be close to you (statemggathy)

Figure1.8 An excerpt from the CALO meeting corpus. Dialog act tags adiessed persons are
shown in parentheses. This meeting data has one action itdnorze decision. A brief extractive
summary corresponding to this meeting data follows.

meetings in a constrained domain. For example, Hsueh anadeM@007) achieve F-scores
of 60% to 70% for the task of detecting decision-making attees as identified from within

a manually selected summary set using the AMI corpus. The@red a Maximum Entropy

classifier using lexical (words and phrases), prosodiclfpind intensity), semantic (dialog
act tags, temporal expressions) and contextual (relatig#ipn within the meeting) features.
This study assumed that they have the manual transcripdindsannotation of dialog act
tags, topic boundaries and topics.

On the other hand, when the task is to detect utterances fithiman entire meeting, and
when the domain is less constrained, accuracy seems ta sigféficantly: Morgan et al.
(2006) achieved F-scores of only around 30% when detectitigreitem utterances over the
ICSI Meeting Corpus using similar features.

This shows the importance of the meeting style for this taskictured and artificial project
meetings of the AMI corpus versus unstructured, naturatijuoring meetings of the ICSI
corpus. In naturally occurring speech, tasks are define@mnentally, and commitment to
them is established through interaction between the peopleerned; cues to their detection
can therefore lie as much in the discourse structure itseili he content of its constituent
sentences.

To this end, for the DARPA CALO project, Purver et al. (200hdaernandez et al.
(2008) took a structural approach to action item and detisietection: utterances are
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first classified according to their role in the commitmentgass (e.g., task definition,
agreement, acceptance of responsibility, issue undensifan, decision made) using binary
SVM classifiers, one for each possible utterance role, ard #iction item or decision
discussions are detected from patterns of these roles asiimgry classifier or a probabilistic
graphical model. Four types of action item related utteearare identified: task description,
responsible party identification, deadline assignment, agreement/disagreement of the
responsible party. For decisions, they used three catgoutterances which initiate a
discussion by raising an issue, utterances which propossalution for the raised issue
(such as proposals considered or restatements), andnesrevhich express agreement for
a proposed resolution

On manual transcripts of the AMI meeting corpus, the dets@ohieve F-scores of around
45% for action items (Purver et al. 2007) and 60% for decs{®rnandez et al. 2008). This
is a significant improvement over the baseline results nbthwith non-structured detectors
trained on the same data, which achieve 37% and 50% F-scesggctively. When ASR
output is used, there is a drop in the detection performdndehis is still above the chance
baseline.

They also studied towards building a real-time detectoenehhe detector runs at regular
and frequent intervals during the meeting. It reprocessesnt utterances in case a decision
discussion straddles these and brand new utterances,rapdjies overlapping hypothesized
decision discussions, and removes duplicates. The real-tlecision detector does not
perform significantly worse than the offline version (Fraompét al. 2009b).

Yang et al. (2008) have explored the use of prosodic cuesnf@raving action item
agreement detection. The motivation is that, most agretiplerases are also used for
backchanneling (e.g., “yeah”), acknowledgment (e.g.,a3dk or even questions (e.g.,
“right?”). While the dialog context is critical to disamhigte the correct dialog act tag for
them, prosodic features are shown to be helpful, improviegdaseline by around 25% for
single word utterances.

Related to detecting agreement and disagreements, threeogher previous studies which
have demonstrated the feasibility of this task, using w@xtdurational, contextual and
acoustic features, on the annotations of the conversatammpora. For example, Hillard
et al. (2003) built an agreement/disagreement classifielgusecision trees with lexical
and prosodic features, on the ICSI meeting corpus. Prodediares do not improve the
performance, but when only the prosodic features are ubedperformance degradation
due to ASR output was much less, compared to using manuaictiptions, as expected.
One thing to note is that, this is a four-way classificatiosktawith positive, negative,
neutral utterances and backchannels. Frequent singlé-uitgrances, such as “yeah” or
“right” are not considered to be agreements but insteaddbasinels as they usually reflect
encouragement for the speaker to continue more than agitedment, an assumption which
may not be the case all the time.

Galley et al. (2004) exploited adjacency pair informatienabtained from addressee
detection task as an additional feature while identifyigge@ment and disagreements. They
reported better performance than Hillard et al. using thaesaorpus with a Maximum
Entropy classifier using manual transcriptions. Howeversimof the improvement comes
from the classification algorithm (3% of 4% improvement ic@@cy). Their approach can
be considered as a preliminary task for argument diagragnivaised studies (Section 1.10)
for detecting agreement/disagreements.
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1.5 Addressee Detection and Co-Reference Resolution

In spoken interactions, one particular key task is goingobeyautomatic transcription and
dialog act tagging for each of the utterances and deterittie speaker this utterance
is addressed to or the entities and individuals referrechéntterance. This is a critical
enabling task for downstream conversation understandisgst such as action item or
decision detection or argument diagramming. For examplerder to fully understand the
owner of an action item, the system must resolve who thigadtem is addressed to.

While this task resembles the well-known coreference te&sl and mention detection
tasks in information extraction, spoken conversations dome jointly between the
participants. Speakers and addressees (and overheaastaontinually trying to establish
common ground with each other, using a number of means ierdift modalities. Eye gaze,
physical orientation, backchanneling (“uh-huh”, “mm-hif)and contextual reference are
core components to this process. In contrast to two-pantydmicomputer or human-human
dialogues, however, the multi-party nature of meetingsemés novel challenges to the
analysis of these features. The potential referents anteasiees are more numerous, and
the complexity of physical interaction increases.

Consider the example in Figure 1.8. Even in this short excidrgre are a number of
pronominal references, and especially the resolution ofi*ys critical. In a command such
as “l want you to do this until this time”, it is not necessgatie next speaker who is referred
by “you”.

The most useful feature for detecting the addressee fourteiriiterature is not the
lexical, visual, or contextual cues, but a smart fusion oftrmodal features, such as head
pose estimation from omnidirectional table-top video,sodic speech waveform analysis,
context, lexical cues, named entities, and higher-levejuistic analysis such as parsing.
Stiefelhagen et al. (2002) focused on using visual cues stird&ed visual focus of attention
at each frame of three 4-person meetings. Using automgtestimated head poses as input
to neural networks, they obtained an 8% error reductiom{fi@% to 76% accuracy) by
adding speaker information.

Research in automatic addressee detection has producddrsigsults. The task is
typically approached as an utterance-level classificativere some subset of the participants
in the meeting are identified as addressees. Jovanovic @08l6) used a combination of
lexical features of the utterance (e.g., personal, possesand indefinite pronouns, and
participant names) and gaze features from each partictipasedtect addressee in 4-person
meetings using Bayesian networks. Multimodality again yee as a key, with utterance
features alone achieving 53% accuracy, speaker gaze 62¥yoee’'s gaze 66%, and their
combination 71%.

In the DARPA CALO meeting assistant project (Tur et al. 2QM@xhout using video,
Gupta et al. (2007) automatically detected addressee wihaccuracy over a 37% baseline
by exploring a number of structural, durational, and leikfeatures taken from the speech
transcript only. To leverage dialogue context as well, thegd a conditional random field
(CRF) as a classifier, looking both forward and backward theodialogue. For the same
project, for processing pronominal references, they epgglaeeper linguistic analysis. As
a pre-processor to a downstream reference resolutionnsy$tilller (2006) used a rule
induction classifier to determine whether “it” was referahin meetings from the ICSI
corpus. This is important since “it” has also non-refer@rgenses as in “it's raining”. ‘Note
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that, this is also the case for you as in “you know” or “this @hyou do that”. Furthermore,
“you” has singular and plural senses, which makes the adéleadetection task much harder.
Using several automatically extracted syntactic, lexiaald word distance input features,
he achieved an F-score of 62%. Gupta et al. (2007) performgichdar experiment to
automatically resolve the referentiality of second-pamm@nouns, achieving a 63% accuracy
over a 58% baseline. Miller (2007) and Gupta et al. (20039 dlescribe classifiers for
resolving these pronouns, if they are indeed classifiedfaserial.

The details of the addressee approach of CSLI used for CAlgDeisented in (Frampton
et al. 2009a; Purver et al. 2009). After distinguishing Edwgeneric vs. referentigbuand
referential singular versus plurals they identify the udiial addressee for the referential
singulars. They used Bayesian Networks, using linguistit\dsual features, with the AMI
meeting corpus. Using a test set composed of around 100mntes which contain the
word you, they computed visual features to indicate at which targehearticipant’s gaze
was directed the longest during different periods of timgu&her feature indicated with
whom the speaker spent most time sharing a mutual gaze owaerttierance as a whole.
Other features include structural, durational, lexical ahallow syntactic patterns of teu-
utterance. They also used Backward Looking (BL)/ForwardKking (FL) features, which
express the similarity or distance (e.g., ratio of commomdsptime separation) between
the youutterance and the previous/next utterance by each naakspéhe BL/FL speaker
order and the number of speakers in the previous/next Sanites are addded as contextual
features. Finally, for the manual systems, they also used\Ml dialogue acts of thgou
utterances, and of the BL/FL utterances. They found outdftat visual cues, contextual
cues are the most informative.

1.6 HotSpot Detection

Recent interest in the automatic processing of meetings ativaited by a desire to
summarize, browse, and retrieve important informatiomftengthy archives of spoken data.
One of the most useful capabilities such a technology cotddige is a way for users to
locate “hot spots”, or regions in which participants arehiyginvolved in the discussion
(e.g., heated arguments, points of excitement, and so omije\& subjective task, analyses
in (Wrede and Shriberg 2003) found that after training, hanaders show good agreement in
labeling utterances for involvement. Such regions ardyliteecontain important information
for users who are browsing a meeting for applications ofrmiation retrieval.

To enable research, the dialog-act labeled ICSI meetinguso(Dhillon et al. 2004;
Shriberg et al. 2004a) is annotated for hot spots as deschib@Vrede et al. 2005). Each
hot spot consists of a sequence of one or more dialog act:ydynore speakers. Hot spots
have an internal structure, and are also labeled for typectsiral points, such as the hotspot
“trigger” or “closure” are determined based on semantidt) veference to hot spot “peaks”
in normalized speaker involvement occurring within the $ot. Type (e.g., disagreement,
amusement) are marked, as is the level of “hotness,” or i(vextepeaker affect.

Research has found correlations between types of hot spotsgecific dialog acts,
as well as between factors such as utterance length anénteperplexity (Wrede and
Shriberg 2003). Certain hot spot types, namely jokes, asecéted with higher rates of
out-of-vocabulary words for an automatic speech recogni2entextual factors such as
the individual speaker and meeting type also correlate witbrall hot spot production.



Human/Human Conversation Understanding 19

As one might expect, increased speaker involvement tendsdor in regions of speaker
overlap; however, this association is of only moderate elegh large-scale study of speaker
overlap (Cetin and Shriberg 2006), found that hot spots laoe®0% more probable during
overlapped speech than overall, but thaté overall overlap rate for the meeting corpus
increases to onlg5% when conditioned on hot spots. Thus, while there is an as8oni
between hot spots and overlap, they appear to reflect digfimnomena.

Automatic detection of hot spots can make use of a multitfdries. In addition to the
factors mentioned above, hot spots show marked acousigngic features such as pitch and
energy. One advantage of such features is that they do noireetpe output of a speech
recognizer. Early work reported in (Wrede and Shriberg 2G068nd significant cues to
hot spots from speaker-normalized prosodic featuresicpéatly from maximum and mean
normalized pitch features, but this is clearly an area fahier work.

1.7 Subjectivity, Sentiment, and Opinion Detection

Opinion detection is a very well studied area in natural leage processing, especially for
processing reviews of certain entities (such as restagjrantevents (such as presidential
elections) (Pang and Lee 2008). Application of this fieldgeexh is more recent. Note that
opinion or sentiment detection is different than emotiotedion, though they are closely
related. For example a frustrated or angry person may ledvasy review for a hotel or
restaurant. However, typically they are modeled using défgrent techniques, for example
while emotion detection is typically modeled using mostigla features, opinion detection
mostly relies on lexical features. In this section we focnsopinion detection. For a more
comprehensive survey of emotion detection, one may refScluller et al. (2010).

When talking about opinion detection from speech, it is ulsef separate monologues
used for reviews from interactive conversations. Whileftrst one may seem like a natural
extension of review processing, using ASR output insteatéxtf there is only one study
presenting such a system to the best of our knowledge: Boiiét al. (2010) reported some
performance figures from a preliminary experiment in preggsaudio restaurant reviews
using an existing multi-aspect opinion processing franrtewdote that this is different than
a directed dialog to enter your review but instead focusimglassifying the spoken review
according to various aspects related to the restaurantidpsuech as food, price, ambiance,
etc.

Regarding processing interactive conversations and 1patty meetings, the literature is
richer. For example Somasundaran et al. (2006) studied ahanaotation of sentiment and
arguing using the AMI meeting corpus, using textual and aufiormation, and showed
that human annotators achieve higher annotation agreemen using both textual and
audio information, especially for negative sentiment,ta@as in Table 1.9, suggesting that
automatic systems should also benefit from access to acarsdi prosodic features. In a
follow-up study, Wilson (2008) showed similar figures usihg same corpus for subjectivity.
She proposed having the dimension of subjective vs. obgedtir positive and negative
sentiments. For the sentence “this camera is really badishsubjectively negative, but
for the sentence “this camera broke one week after | bougls ian objective negative
sentiment.

Later, Somasundaran et al. (2007) proposed a system fartihetarguing and sentiments
in meetings. They used not only wordgrams but also existing sentiment lexicons, dialog
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Agreement (Kappa) Raw TextOnly Raw Text + Speech

Positive Sentiment 0.57 0.69
Negative Sentiment 0.41 0.61

Figurel9 Inter-annotator agreement for sentiment annotation usispeech and text
(from (Somasundaran et al. 2006) ).

act tags, and adjacency pairs. The sentiment lexiconswhaude positive and negative
words, subjectivity indicator phrases, valence shiftarg] intensifiers, helped the most on
top of the baseline trained using only wotejrams.

1.8 Speaker Role Detection

Social scientists have long understood that the link betvtiee identity of the speakers and
the interaction is fundamental, and have establishedrdifteapproaches to explain how
participants’ embodiment of different identities is redev for actions in interactions. The
most well-known study is about institutional roles by DremdaHeritage (1992) represents
one approach to examine task-oriented conduct, distinot fordinary conversation, in an
attempt to locate and ground the identification of relevates. A range of conversational
practices for (1) managing agreement/disagreement, (Ragiag epistemic authority and
subordination, and (3) designing questions and respoasiesrn can be very precisely linked
to social roles and culturally variable identities in sfiiednteractions.

Previous work on speaker role detection has mainly conagsttron identifying roles
in formal multi-party meetings, broadcast news and brostdcanversations (such as talk
shows). Note that most of these conversations have cleaflypadl roles, such as anchor
vs. guest, or professor vs. student. In other words, thes mfiéhe speakers do not change
throughout the interaction. This is in contrast to discewggecific roles, where each person
may be classified with multiple roles in a conversation. Sdypécal examples include
attacker vs. supporter in a discussion or presenter amghdisin a meeting. While there is
some work on detecting these discourse specific roles, (Baperjee and Rudnicky 2004)),
in this section, our focus is on institutional roles.

The earliest work is in this area is only a decade old. Bayzdaal. (2000) focused
on identifying three roles in radio broadcast news: the anch journalist, and a guest.
Only textual features like word n-grams, explicit speak#raductions, duration features,
and features from surrounding context were used. They wvbédaignificant gains using the
content, but the assumption is that the system knows whdkisgavhen. Later, Liu (2006)
studied these three roles in Mandarin broadcast news shasigy a maximum entropy
classifier with similar features. She also used contexpedker role information as a feature.

A study worth discussion about detecting discourse spedifies is by Banerjee and
Rudnicky (2004). They have defined three main meeting s{atiesourse): presentation,
discussion, briefing, and other (for capturing smalltalk,)e For each meeting state they
defined the social roles. For example presenter and listend¢ne presentation state. They
performed experiments using a small in-house meeting dataction. The features they
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used include turn-taking patterns, the number of persoaakspg at around the same time,
and overlap patterns, and no lexical information is explbit

Vinciarelli (2007) used interaction patterns and inforimafrom social network analysis
to detect six roles in Swiss radio broadcast news. In thikwaoformation from interaction
patterns was captured by centrality measures and relatteeactions between speakers,
which is computed using duration related features, igmptite content. Later, Garg et al.
(2008) combined lexical features in the form of word n-graimgeraction patterns, and
centrality features for identifying speaker roles in mupltirty meetings. One interesting
observation is that lexical features performed signifigabetter than only speech-based
social network analysis features and they experimentdityved that the combination
obtained better results than either type of feature alomguke AMI meeting corpus.

More recently, Yaman et al. (2010) presented a dynamic Bayegtwork-based approach
for detecting roles in broadcast shows. The main advantagigisowork is to capture the
sequential patterns of roles between host, guest, jostpald the audience participants.
The features used in the states include the duration ofistigyphenomena in a given turn,
and the ratio of the linguistic phenomena to the entire twtrgre the linguistic phenomena
includes person addresses and mentions, disfluenciesrefades (e.g., “Well ...")

Hutchinson et al. (2010) presented an approach for unsigeergpeaker role labeling in
broadcast talk shows. They used both turn taking featurésextical features to cluster the
speaker roles. They aim to find signature phrases (such dsdwe back”) which are uttered
at all shows but by a very few number of people, and convensatiphrases (such as “but”
or “you know”) which are frequent in broadcast conversaibat infrequent in broadcast
news. They performed experiments using both English anddstaém data sets. They found
out that spectral clustering beat k-means or GMM and tukintgfeatures outperform lexical
features in English and vice versa in Mandarin.

1.9 Modeling Dominance

An area on which automatic social relation detection rededwas focused is detecting
dominant speakers. These are the people dominating thengpdsst controlling the flow
of the discussion and conversation, by intervening, cgithiifi others, and raising new points,
and furthermore obeyed by the others. In a typical broadedistshow, the host may be
considered as the dominant person as he has the role of natingj the conversation. Note
that, this is different than the person who has the most aityhavhich often comes with
expertise in an area. Following the broadcast talk show gl@nan expert scientist guest
on some technical area is the authority in the conversatibndt necessarily dominating it.
Similarly while it is known that dominant speakers behaveeraxrtively and talk and move
more, in certain interactions this may not be the case. Eurtbre, the dominant person in a
conversation or a multi-party meeting may change througtimeuduration of the interaction
and this may well align with the topics discussed.

While, modeling dominance has been extensively studiedaiat sciences literature,
recently a few practical studies have been presented tewautbmatically tagging the
most dominant person in meetings using audio (Rienks andeHef006) and visual
cues (Jayagopi et al. 2009), but these studies ignoredalesamtent. According to Rienks
and Heylen (2006), dominant speakers try to assert awhoyimanipulating the group or
certain individuals in the group. This research categdrgpeakers’ dominance level as high,
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medium, and low using nonverbal features, such as speakigg and verbal cues, such as
number of words spoken.

Jayagopi et al. (2009) presented a multi-modal procesgistgi using audio (speaking
length, energy) and video (motion activity) features, aintpy classified speakers with the
highest feature values as dominant. They also checked tiesmnd visual interruptions
such as patterns of who is interrupting whom using speechvitab features. They built
statistical models using SVMs for the AMI meeting corpusindghe baseline of tagging the
most talkative person as dominant achieved an accuracy6fB88ing the remaining features
this increased to 91%, mostly with the help of speech enangytarn taking patterns.

Future work on dominance modeling involves exploiting emin addition to audio and
visual cues, such as checking topic patterns and even sompéeskey phrases as proven to
be useful in the speaker role detection research presentee a

1.10 Argument Diagramming

Argument diagramming aims to display a visual represamatif the flow and structure
of reasoning in conversations, especially in discussionlsaaguments (Rienks et al. 2005).
The utterances and their relationships are tagged withefirexti classes representing the
characteristics of discussion and argumentation. For pl@gnone utterance may open a
new issue and another utterance may elaborate on it in regp@ypically in the argument
diagrams, utterances are represented via typed nodesgkatiniships between pairs of
utterances via typed edges connecting two nodes, formimgeastructure for the topics
discussed. Figure 1.10 shows the transcription of an ekdesm the AMI corpus with
argument diagram annotations, where the participantsiscessing the design of a remote
control device. The rectangles mark the nodes, and the andsthre relations of the argument
diagram.

Argument diagrams extracted from meetings can be usefuinfating participants, to
help them in following discussions and catch up with argutsieéfithe maps can be extracted
during the meeting.

There also is a wide body of work on annotating and findingalisse structure, mainly
focused on text and dialogs. For example, the Penn Discduesbank (PDTB) (Miltsakaki
et al. 2004) includes manual annotations of explicit (siechsaa result) and implicit discourse
connectives, as well as their host and anaphoric arguntetiis Wall Street Journal articles.
The host argument is the argument in which the discourseemtive occurs, while the
anaphoric argumentis the argument related to the host angiimg the discourse connective.
While automatically finding anaphoric arguments of disseuconnectives is similar to
argument diagramming, the PDTB annotation mainly includasotation of discourse
connectives, rather than abstract relations as in argudiegntams. Baldridge and Lascarides
(2005) aimed at annotating dialogs with rhetorical relagighat conform to Segmented
Discourse Representation Theory (Lascarides and Ashéf)208ing probabilistic context
free grammars to extract the discourse structure of themegsi. Carlson et al. (2003)
presented another study on forming a discourse-taggedsaapd it also describes measures
for quality assurance and consistency, found by mappingigkical structures into sets of
units and measuring annotator agreement.

There is a wide body of work that focuses on visualizationrgiienent maps, as entered
by the conversation participants (Fujita et al. 1998, amotiters). Argument diagrams
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RELATIONS NODE START END SPEAKER WORDS
TYPE TIME TIME
OPEN ISSUE 1085.15 1086.73 A But what about the lighting up effect? |

YES/NOISSUE  1087.79 1089.75 D You mean different colours for the lighting or |

WEAK 108991 110122 A Um. well, um. I thought we had um decided that we would if you

ELABORATION touched one of the buttons they’d all light up. And so if they were

STATEMENT black. it wouldn’t be possible for them to light up.
OTHER 1097.58 109802 D Mm-hmm.
. OTHER 1102.52 110348 D Oh I see what you're saying.

STATEMENT 110451 110489 D Well y—

OPTION STATEMENT 110475 1107.75 A If they were white they would glow. probably. If they were made

4 out of rubber.
OTHER 110742 111436 D Oh so you're picturing the light is coming from the back. I kinda
POSITIVE pictured it coming from the sides and lighting it up frontwards.
OTHER 111484 111527 B Oh.

1 STATEMENT 111501 111744 D But. but I guess. you mean from the back. Okay. |

OPEN ISSUE 111541 111738 A Oh. Where would the light come from? |

OPTION

< 1119.01 112938 B I'd assume, like, an internal light. that comes through. So there

STATEMENT would have to, have to be some parts maybe transparent around
the buttons. or something.

STATEMENT 1121.66 112202 D Okay. |
STATEMENT 112216 112281 A Yeah, |

POSITIVE STATEMENT 112231 112285 € Yeah |

Figure1.10 Example meeting transcript with argument nodes and relathmotations. The start and
end time (in seconds), speaker identity (A,B,C, or D), ad aglthe words of every speaker turn is
shown.

can also help users in browsing past meetings, trackingressgacross several meetings
and can be useful in meeting summarization. Rienks and ®erf2006) have performed

experiments with human subjects, and their results ineécttat argumentation information

from meetings can be useful in question answering. Argurdixgrams can also help the

related tasks of action item extraction and decision digieéh meetings (see above). Note
that argument diagramming is different than decision di&tedn several ways, the most

important one is that not all discussions are required ttudea decision.

For the multiparty meetings domain, two studies proposepliraentative models of
meeting discussion. Combining their experience from twaeting processing projects,
DARPA CALO and Swiss National Research project IM2, Padladt al. (2005) discussed
four perspectives (persuasion, decision making, episodad conversations), and a
theoretical model for each perspective.

Similarly, Rienks et al. (2005) proposed the Twente Argutaton Schema (TAS), and
annotated the AMI meeting corpus according to TAS. In thjgesentation, there are six
node types, and nine relation types. The relations applyeoific node type pairs. Below we
cover TAS in more detalil.

TAS was created at University of Twente, where argumentrdiag for parts of meeting
transcripts that contain discussions around a specifictopére also formed. In TAS,
argument diagrams are tree-structured; the nodes of thedrgain speech act units (usually
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| TYPE | EXAMPLE |

STA And you keep losing them.

WST We should probably just use conventional batteries.
Qls What'’s the functionality of that?

AIS So, double or triple?

YIS Do we need an LCD display?

OTHER | Mm-hmm.

Figure1.11 Examples of utterances that belong to statement (STA), wetkment (WST), open
issue (OIS), A/B issue (AlS), Yes/No issue (YIS), and OTHER& types.

parts of or complete speaker turns) and the edges show thtiored between the nodes,
the edges emanate from parents and end at children nodes thileechildren nodes follow
parent nodes in time. At a high level, there are two types afesdssues and statements
Theissuenodes mainly open up an issue and request a response andthes fategorized
into three depending on the form of the response they exppeh issudOIS), A/B issue
(AIS) and Yes/No issue (YIS). Thepen issueare utterances that allow for various possible
responses, that are not included in the utterances theessdlv contrastA/B issuesare
utterances that request possible responses that are sgdnifthe utterance. Th¥es/No
issuedirectly request the other participants’ opinion as a “Yes"No”. The statementare
utterances that convey the position of the speaker on adlitbjg@c. To be able to represent
the statements for which the speaker is not highly certasutlvhat they say, thetatements
are split into two:statementgSTA) andweak statement§VST). Theweak statements
represent the cases where the speaker is not very confidentest of the utterances that are
not involved in reasoning or backchannelling utterancesrepresented with an additional
(OTHER) category. Table 1.11 shows example utterancesafdr rode type.

The relations between a pair of utterances are categonieaechine typesElaboration
SpecializationRequestPositive Negative Uncertain Option Option ExclusionandSubject
To. As its name impliesElaborationrelation applies to the pair of utterances (both which
can be statements or issues), where the child node utteedaioerates on the parent node
utterance. Similarly, th8pecializatiorrelation applies to pairs (statements and statements or
issues and issues), where the child node is a specializatithe parent node. ThRequest
relation relates two utterances (statements to issuegdremme child utterance asks for
more information about the parent. TResitiveandNegativerelations apply to utterances,
where the child utterance supports or refutes the parearamite, respectively. Théncertain
relation applies to pairs, where it is not clear if the chilghgorts or refutes the parent node.
The Option relation relates pairs of utterances (statements to issuesher statements),
where the where the child is a possible answer, option ottisaltio the parent utterance.
The Option Exclusiorrelates pairs (statements or issues to issues), where tldencide
eliminates one or more of the possible answers, optionslotiaos to the parent utterance.
TheSubject Taelation applies to pairs (statements and Yes/No or A/Bassr statements),
where the child provides criteria that need to be fulfilledobbe the parent node can be
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supported or denied. More information about the relatigreyand example utterance pairs
and annotated tree structures can be found in (Rienks e2@5)2

Following the TAS schema, Hakkani-Tur (2009) tackled tihebtem of assigning node
types to user utterances, and studied the use of severadlexid prosodic features for this
task. More specifically, she has employed a cascaded apprebing on two classifiers
using lexical and prosodic features for tagging the arguatgm types of the utterances.
Prosodic information is shown to be very helpful in distifging the backchannels and
guestions raising issues as expected. One important tbimgte about relations is, they
usually relate pairs of utterances of specific node typesréibre, the detection of node
types before determining the relations is intuitively thheqessing sequence for extracting
argument diagrams from conversations, while joint modgliechniques should also be
investigated in the future.

Murray et al. (2006) investigated the use of prosodic festtw detect rhetorical relations,
that aim to describe conversations in terms of coheren@nkRiand Verbree (2006) used
decision trees with features extracted from manual anieoistsuch as the presence of a
guestion mark, utterance length, label of the precedinmseg, and automatically computed
features such as part of speech tags to investigate theakdhiynof argument diagram node
types. While their work resulted in promising improvemeower a fairly simple baseline,
most of the features used in that work are extracted from rdasonotations. Also, the
automatic annotation of relations was not considered.

1.11 Discussion and Conclusions

As the enabling speech and language processing technelagiegetting more mature and
robust, we are in that phase where exploring automatic ndstfuw processing human/human
conversational understanding tasks are now feasibler&€sdn these tasks, from low-level
transcription to higher-level shallow understanding fiiorts, such as action item extraction
and summarization, has a potentially enormous impact onanuproductivity in many
professional settings. However, these tasks are still ghgllow and focused on targeted
understanding of certain phenomena. Most higher level sémanderstanding tasks are
only vaguely defined and the annotator agreements are etjfllow. One potential solution
is studying limited domain and maybe goal-oriented coratgras instead of unstructured
chit-chat for better interannotator agreement and hentangally deeper understanding.

Promising future work includes integration of these taskd &atures from multiple
modalities, such as from video, or digital pen and papertHeumore, personalization of
these tasks and exploiting meta information such as progéstied documentation or emails
may bring these technologies to indivdual users. Anotherésting research direction would
be processing aggregate of conversations and meetingsnigahe topics, participants, and
action items, similar to emails.
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