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ABSTRACT

Recent research demonstrates the advantage of designing electro-optical imaging systems by jointly optimizing the optical
and digital subsystems. The optical systems designed using this joint approach intentionally introduce large and often
space-varying optical aberrations that produce blurry optical images. Digital sharpening restores reduced contrast due to
these intentional optical aberrations. Computational imaging systems designed in this fashion have several advantages
including extended depth-of-field, lower system costs, and improved low-light performance. Currently, most consumer
imaging systems lack the necessary computational resources to compensate for these optical systems with large aberrations
in the digital processor. Hence, the exploitation of the advantages of the jointly designed computational imaging system
requires low-complexity algorithms enabling space-varying sharpening.

In this paper, we describe a low-cost algorithmic framework and associated hardware enabling the space-varying fi-
nite impulse response (FIR) sharpening required to restore largely aberrated optical images. Our framework leverages the
space-varying properties of optical images formed using rotationally-symmetric optical lens elements. First, we describe
an approach to leverage the rotational symmetry of the point spread function (PSF) about the optical axis allowing compu-
tational savings. Second, we employ a specially designed bank of sharpening filters tuned to the specific radial variation
common to optical aberrations. We evaluate the computational efficiency and image quality achieved by using this low-cost
space-varying FIR filter architecture.

Keywords: Space-varying, sharpening, FIR, filter bank, optical aberrations, image rotation, FPGA, multiplexer arrays,
joint electro-optical design, computational imaging systems

1. INTRODUCTION

Recent research demonstrates the advantages of designing electro-optical imaging systems by jointly optimizing the op-
tical and digital processing sub-systems. In conventional optical system design methodologies, the goal has been the
minimization of optical aberrations. On the contrary, optical systems designed using the new joint approach intentionally
introduce larger aberrations by incorporating low-cost optical components that consequently produce more blurry optical
images. Further, the new approach entails subsequent digital sharpening to restore reduced contrast due to these intentional
optical aberrations. Computational imaging systems designed in this fashion provide several system-level advantages in-
cluding extended depth-of-field, lower system costs, and improved low-light performance.!™ The optical aberrations of
such imaging systems, however, are typically large and often space-varying.> Hence the exploitation of the advantages of
these systems raises a demanding challenge on digital image processing. Currently, most consumer imaging systems lack
the necessary computational resources to compensate for these optical sub-systems with large aberrations. In such a sce-
nario, achieving a jointly designed electro-optical imaging system requires low-complexity algorithms and high-efficiency
hardware architectures. More specifically, space-varying digital filters emerge as major enablers for such processing needs.

In the literature, the implementation of space-varying filters in software has been extensively studied, astronomy be-
ing one of the application areas.® A number of algorithms for space-varying filters, modulation transfer function (MTF)
compensation, or deblurring have been proposed to improve the performance (typically speed of computation).”!! These
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algorithms employ fast iterative methods, or fast matrix-vector products using linear interpolation. Many other approaches
have focussed on motion blur correction by coordinate transformations using mechanical motion models,'? sectional pro-
cessing,'*1* and iterative methods.'> The coordinate transformation approach'? transforms the linear shift (space) variant
(LSV) system to linear shift invariant (LSI) degradation and in the sectioning methods, the image is sectioned into re-
gions, where each section is restored using a separate space-invariant deblurring filter stored in memory. The mapping
approach directs an iteratively designed maximum aposteriori filter'> or other variations based on a decision-based al-
gorithm. However, the complexity and memory requirements of these algorithms make them impractical for low-cost
hardware implementation.

In this paper, we describe a low-cost algorithmic framework and associated hardware architecture for the joint design
approach enabling the space-varying image sharpening required to restore the aberrated optical images. Our framework
leverages the space-varying properties of optical images formed using rotationally symmetric optical lenses. First, we
describe a low-cost approach, which we call space-varying rotation based finite impulse response (FIR) filter architecture,
to leverage the rotational symmetry of the point spread function (PSF) about the optical axis. This architecture works by
rotating an input image patch centered at the current pixel being processed by a certain angle and then performing FIR
sharpening on the rotated image patch. The rotation angle depends on the location of the current pixel in a small set of
angular tiles that are uniformly segmented across the image. This approach takes the advantage of the rotational properties
of FIR filters along the angular direction by using a low-cost multi-stage binary multiplexer network for image patch
rotation. Secondly, we employ a specially designed bank of sharpening filters to leverage the radial variation common to
optical aberrations. The filter bank consists of a set of 2-D FIR sharpening filters, each of which is applied to the same
rotated input image patch. The outputs of the FIR filters are linearly combined using a set of weights to produce the
final filtered output for the current pixel under process. The weight for each FIR filter output is a function of the current
pixel radius, which is dependent on the radial variation in the optical PSFs. We evaluate the computational efficiency in
hardware using the proposed low-cost algorithmic framework. We also show simulation results demonstrating the image
quality achieved by using our novel space-varying FIR filter architecture.

The rest of this paper is organized as follows. Section 2 presents the approximation model of space-varying filtering
that underlies the proposed architecture. Section 3 explains the details of the space-varying rotation based FIR filter
bank architecture. Section 4 describes the hardware implementation on a low-end field-programmable gate array (FPGA)
platform. Section 5 shows some experimental results reflecting the cost and performance of the proposed architecture, and
finally, Section 6 makes conclusions.

2. APPROXIMATION MODEL OF LINEAR SPACE-VARYING FILTERING
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Figure 1. The diagram shows two example optical systems with different field aberrations and the associated PSFs. The system in (a) has
small field aberrations and the corresponding space-invariant PSFs. The system in (b) has large field aberrations and the corresponding
space-varying PSFs. The PSFs have large variations along the radius, but are rotationally symmetric about the optical center.

Figure 1 shows two example optical systems with different field aberrations and the associated PSFs. The system in a)
has small field aberrations and the corresponding space-invariant PSFs. The system in b) has large field aberrations and the
corresponding space-varying PSFs. The PSFs have large variations along the radius, but are rotationally symmetric about
the optical center. For digital correction of these aberrations, the system in a) only requires a single space-invariant filter to
achieve desirable image quality, whereas the system in b) requires a large number of space-varying filters which are very
impractical for cost-driven applications.



To address this issue, we apply an approximation model for the space-varying filtering process by taking advantage
of the rotational symmetry and the radial correlation of the PSFs across the image field. In essence, we use a linear
combination of a small finite set of finite impulse response (FIR) filters (i. e. a filter bank) to represent the radial variation,
and use a rotation of these FIR kernels to represent the angular variation. Ideally, the linear space-varying sharpening filters
(Wiener filters) for an electro-optical imaging system have the location-dependent spatial frequency response expressed as

Ps(w,v)H"(w,v;m, n)
Py(w,MH(w,v;m,n)> + Py(w,v)

where P(w, v) is the power spectral density (PSD) of the original image signal (i.e. ideal image), and P,(w, v) is PSD of
the noise added to the original image, (w, v) are the spatial frequency coordinates,'® and (m, n) are the pixel locations in
the image field. H(w, v; m, n) is the optical transfer function (OTF) at the field location (m, n). We assume that the additive
noise PSD is flat with power o2 over the entire spectral frequency range. This ideal Wiener filter provides a balanced
trade-off between contrast and signal-to-noise-ratio (SNR). We assume a commonly-used signal power spectral density
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where ¢ and ¢, are image correlation coefficients and o2 is a parameter which controls the signal power.'® Here we choose
o to achieve the unit signal power.

(m, n) ~ (6;, p))

Figure 2. The image field is segmented into a set of polar tiles along the radial and angular dimensions. Each polar tile corresponds to a
distinct space-invariant filter.

We now consider the approximation model of the ideal space-varying filters. We first segment the entire image field into
a set of polar tiles along the radial and angular dimensions as shown in Figure 2, where each polar tile is represented by an
index pair, (6;,p;),i =0,1,2...,Ny, j=0,1,2,...,N,, where Ny and N,, are the predefined angular and radial resolutions,
separately. Each polar tile corresponds to a space-invariant filter with distinct frequency response which will be described
next. Note that the radial tiling may not be necessarily uniform depending on the target optical system characteristics.
Next, given a fixed angular tile index, say i = 0, we represent the spatial frequency response of the filter in each radial tile
using a linear combination of a small set of filters as follows

K
R, v00,p)) = ) @xFi(w,v) 3)
k=1

where K is the predefined total number of the representative filters, i. e. the rank of the filter bank, Fy(w, v) is the spatial
frequency response of the k™ filter of the filer bank, and « & 1s the weight of the filter kernel for the j™ radial tile. The
K filter kernels and the associated weights can be optimized using appropriate optimization techniques (e.g. non-convex
optimization) and error metric (typically mean squared error (MSE)). For proof of concept for the proposed architecture,
we will not discuss the details of the optimization issue in this paper.



Finally, for each angular tile index, i, we represent the spatial frequency response of the filter by rotating the filter at
the angle 6.
R(w,v;8;,p;) = R(w , v ;00,p)) “4)

where ,
w | _| cos(Ag;) sin(A6;) w
[ v ]_[ cos(Af;) —sin(Af;) H v ]

where AH,' = 9,' - 90

We will show in the experimental results that this approximation model provides similar level of image quality of
the ideal model using small Ny and K. Next, we will describe the details of the algorithmic framework and hardware
architecture based on this approximation model.

3. SPACE-VARYING ROTATION BASED FIR FILTER BANK ARCHITECTURE

Based on the approximation model described in the previous section, we now create a space-varying rotation based FIR
filter bank architecture. The essential idea of the space-varying rotation-based FIR filter bank architecture is to rotate the
input neighborhood window of the each pixel being processed by a certain angle, and then perform FIR filtering on the
rotated input image window using a fixed FIR filter bank adjusted by some weights. The filtering process using such an
architecture is an approximation to the ideal space-varying FIR filtering process, providing a tradeoff between complexity
and accuracy. The alternative approach would be rotating the FIR filters instead of the input image patch, but this would
cause higher complexity of computation due to the multiple rotators required for the FIR filter bank.

Figure 3(a) shows the algorithmic architecture of the proposed space-varying rotation based FIR filter bank. The
architecture consists of an input image patch rotator, an FIR filter bank engine, and a controller. The entire input image
is processed according to a finite set of predefined polar tiles. In our case, we simply separate the image into N, radial
tiles and Ny angular tiles uniformly. The controller determines the angular index and radial index of the polar tile where
the current pixel being processed is located. The angular index determines the amount of the rotation by which the input
image patch is rotated by the rotator. The rotated image patch is then filtered with the FIR filter bank, where each FIR filter
is adjusted by a weight, which is determined uniquely by the radial index of the current pixel being processed. Figure 3(b)
shows the details of the FIR filter bank engine controlled by weights. The FIR filter bank consists of K FIR filter kernels,
where K is predetermined. By properly selecting K, where K is always smaller than N,,, the radial correlation of the blur
is eliminated. The whole FIR filter bank is designed for a fixed angular location, e.g. 22.5 degree for 8 angular tiles, which
should be properly selected to facilitate simple implementation for the radial index computation.

4. HARDWARE IMPLEMENTATION

Figure 4 shows the hardware implementation detail for the overall architecture described in Figure 3. The components are
shown as block diagrams. The details are as follows:

4.1 Line Buffer

The left most block shown in the figure is the line buffer. The design of the line buffer on a Xilinx FPGA can incorporate
the use of synchronous serial-in serial-out shift registers in slices (SRL16) or can be designed using block RAMs. The
design with block RAMs uses a counter to address the memory. The block RAMs used are of type read first. A read
frame is a virtually defined window of pixels which is equal to V2F), x V2F,, where F; and F,, are the maximum height
and width of the filters in the P-Filter Bank. These number of bits are chosen at a time to be processed by the rotator and
provide the filter with the relevant bits to perform the filtering (sharpening) for the pixel under process.

4.2 Pre-buffer

The pre-buffer block which is built using parallel in - parallel out registers. These are LUTs since SRL16s cannot be
inferred on the Xilinx fabric for parallel in operation.
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Figure 3. The diagram shows the algorithmic architecture of the space-varying rotation-based FIR filter bank. (a) shows the overall
structure of the rotation-based filter bank. The architecture includes an input image patch rotator followed by an FIR filter bank engine,
and a controller which determines the angular and radial locations of the current pixel being processed. (b) shows the details of the FIR
filter bank engine controlled by weights. The weights are determined by the radial location of the current pixel.

4.3 Rotator:

Figure 5 illustrates the rotator structure using multi-stage multiplexers. The structure consists of three stages of binary
multiplexers, where the output of each stage switches between the zero degree input and the rotated value at a basis rotation
angle. Each multiplexer is controlled by the control bit of the corresponding rotating angle. The three-stage multiplexer
network can be used for 8 rotation angles: 0, 45, 90, 135, 180, 225, 270, and 315 degree, each of which is enabled by a
different set of three control bits. For example, if the rotation angle is 135 degree, the control byte created from the rotation
angle generator is 110, where each bit from the MSB to LSB controls the 45, 90, and 180 degree multiplexers, separately.
In this case, the 45 and 90 degree multiplexers are enabled, and the 180 degree multiplexer is disabled, therefore producing
an 135 degree rotation at the output. The rotation indices of the input image patch at difference angles are created by using
the nearest neighbor interpolation method in Matlab at the design time. The effect of the interpolation error on the filtering
result varies with the rotation angles. This effect is demonstrated in the simulated results in Sectioin 5.

4.4 Filter Bank

The P-Filter Bank consists of a set of P filters which can be designed as Multiply-and-Accumulate (MAC), Distributed
Arithmetic (DA) or Shift-and-Add. These architectures are well documented in the literature.
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Figure 4. FPGA hardware design for the architecture shown in Figure 3
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Figure 5. This diagram illustrates the rotator structure using multi-stage multiplexers (Mux). The structure consists of three stages of
binary multiplexers, where the output of each stage switches between the zero degree input and the rotated value at a basis rotation angle.
Each multiplexer is controlled by the control bit of the corresponding rotating angle. The three-stage multiplexer network can be used
for 8 rotation angles: 0, 45, 90, 135, 180, 225, 270, and 315 degree, each of which is enabled by a different 3-bit control signal.

4.5 Filter Weight MAC

This block weights the filter outputs using some predefined weights. The weights are determined from the control logic
block based on the radial tile to which the current pixel belongs.

4.6 Control Logic

The controller generates the selecting signals for the multiplexer rotator and the weights to be assigned to the filter bank
based on the radial tile index of the current pixel. It consists of five major parts: coordinate counter that outputs the X
and Y coordinate values, linear function computation that detects the angular tile boundaries, rotation Index block that
computes the angular position of the current pixel, radius square (o?) generator that computes radius value of the current
pixel, and radial index block that computes the radial location of the current pixel, and selects the associated set of weights
for further filter bank computation

5. EXPERIMENTAL RESULTS

In our experiment, we simulate the deblurring results by applying the space-varying rotation based FIR filter bank for
an optical system having large lateral color aberrations. The goal of this experiment is to analyze the image quality
performance of the space-varying rotation based FIR filter results by comparing with the results using ideal space-varying
Wiener filters. For both filtering processes, we use 10 radial tiles and 8 angular tiles, which are all uniformly segmented
over the entire image. The FIR filter bank used in the experiment includes only two FIR filters, one is a 5 X 5 rotationally
symmetric FIR filter, and another one is a 5 X 9 rotationally asymmetric FIR filter. For simplicity, these two kernels are
not optimized, instead they are set to be the FIR Wiener filters designed for the image center and the outer polar tile on
the image edge, separately. The weights of the two filter kernels for each radial tile are simply determined by the cubic
function of the radius.

Figure 6 shows the comparison of the simulation results for two different sharpening filtering approaches: the ideal
space-varying Wiener filters and the space-varying rotation based FIR filter bank using 2 kernels. Figure 6(b) shows
the the captured image which is unprocessed. Figure 6(c) shows the ideal space-varying Wiener filter result obtained by
applying a distinct IIR Wiener filter to each polar tile defined by the 10 radial tiles and 8 angular tiles. Figure 6(d) shows
the space-varying rotation based FIR filter bank result by using 2 FIR filter kernels with 8 rotation angles. The results
demonstrate that the quality of the image processed by the 2-kernel space-varying rotation based FIR filter bank is close
to that of the image processed by the ideal space-varying Wiener filters, where both methods produce similar sharpness
around edges.

We perform exhaustive experiments for analyzing the implementation complexity of the proposed architecture on a
Xilinx Spartan-3E FPGAs. We test a set of 2-kernel and 3-kernel FIR filter banks with various filter sizes. The input image
is set to VGA (640 x 480) and 8-bit depth. We define the polar tiles by separating the entire image into 8 angular tiles and
10 radial tiles uniformly. The coefficient bit precision of each filter kernel is set to be 12 bits.
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Figure 6. The figure shows the simulated results for two different sharpening filtering approaches. (a) shows the original (ideal) image.
(b) shows the unprocessed captured image. (c) shows the image processed by ideal space-varying Wiener filters. (d) shows the image
processed by the rotation-based FIR filter bank using 2 FIR filter kernels and 8 rotation angles.

A major challenge in the design of the space-varying filter was to assess its feasibility on a low-end FPGA like Xilinx
Spartan-3E. In this section, we present implementation results and observe that the occupied area (number of slices) for
the design is practical. Figure 7 and Figure 8 show the number of occupied slices and LUTs for the space-varying rotation-
based FIR filter architecture containing the 2-kernel and 3-kernel FIR filter banks, separately, versus the number of filter
taps. The number of filter taps is the total of the taps of all the kernels in the filter bank. For example, for a 2-kernel filter
bank containing a 5 X 5 and a 7 X 11 kernel, the total number of the filter taps is 5 X 5+ 7 X 11 = 102. Note that there are a
few bumps in the figures, where the occupied area decreases by a small number when the filter tap number increases. This
is due to the fact that the complexity of the space-varying rotator is a function of maximum width and height of the filter
bank kernels, but is not directly dependent on the total number of filter taps.

Figure 9 and Figure 10 show the minimum clock periods for the space-varying rotation-based filter architecture con-
taining the 2-kernel and 3-kernel FIR filter banks, separately, versus the number of filter taps. Pipelining techniques could
be used efficiently for achieving the desired clock frequency. The complexity optimization for the pipelined architecture is
a design problem and is addressed using many techniques detailed in the literature.!’

6. CONCLUSIONS

We have presented a novel low-cost space-varying FIR filter architecture suitable for jointly designed computational imag-
ing systems. We achieve the low cost by taking advantages of the correlation of both the radial and angular properties
of the target optical systems. We show that the implementation of this architecture is feasible on the low-end Xilinx FP-
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GAs. In addition, we want to emphasize that this architecture could also be a feasible low-cost solution on ASIC or SOC
(system-on-chip).
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