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ABSTRACT with free-text descriptions at runtime. For instance, #ma-+t
rQIate“Describe the prosecution dPERSON]for [CRIME]”
has two slots that could be filled with PERSO8&ddam Hus-
in CRIME=crimes against humanity One other exam-
e is the open-domain templatBescribe the facts about
VENT]” with possible definitions of the slot EVENT like

We present a sentence extraction algorithm for Informatio
Distillation, a task where for a given templated query, tele
vant passages must be extracted from massive audio and S
tual document sources. For each sentence of the relevant d

uments (that are assumed to be known from the upstreafnt. . . . : )
( P ‘civil unrest in France” or “bird flu outbreak in China”. The

stages) we employ statistical classification methods te est . T o

mate the extent of its relevance to the query, whereby two ag_utput of the Information Distillation system is a list ofign
pects of relevance are taken into account: the template)(typpets (sentences or phrases) relevant tq the query.

of the query and its slots (free-text descriptions of naroes In[1] we described our first explorations of statisticakela
ganizations, topic, events and so on, around which templ’atéification for information distillation in the framework dh

are centered). The idiosyncrasy of the presented methad is [vas using the University of Massachusetts INDRI search en-

the choice of features used for classification. We extract o |rle [zt] t&f'nd relev;ant dgcumgnts n re?ponfﬁ to aqtuery. W?
features froncharts compilations of elements from various extractetn-grams of words and names Irom the sentences o

annotation levels, such as word transcriptions, syntactit :he rEtEI'_ived dot(:urrentstandtused them as (I:Iastsglcatélon gea-
semantic parses, and Information Extraction annotatiéms. ures. the most refevant sentences were selected and redun-

our experiments we show that this integrated approach oufj-anCy was removed. The present paper extends this approach

performs a purely lexical baseline by as much as 30% relative' seyeral S'gn'f'mﬂt ways. .
in terms of F-measure. We also investigate the algorither's b First, our.clgssmcatlon features are comprised of not only
havior under noisy conditions, by comparing its perforneanc vyord transgrlptlon§ and names, but also of other representa
on ASR output and on corresponding manual transcriptions.tIons agsomated with the' sentences. Among those we count
syntactic parses, semantic predicate-argument strisiamel

Index Terms— Information Distillation, Question An-  various elements of Information Extraction (IE) annotasio
swering, Statistical Natural Language Processing, Ma&hinBy incorporating all these representations into one cattere
Learning structure, we are able to evaluate combinations of elements

from different annotation levels and leverage classificate-
1. INTRODUCTION sults.
Second, we acknowledge the importance of having a sep-

Automatic Question Answering is a growing research field inarate mechanism for instantiation of query slots in the sen-
the Speech and Language Processing area. In recent yedes)ces. In our system, slots are accounted for in two ways:
the field has experienced rapidly expanding datasets whosleey can either be instantiated directly in sentence texg-o
sources are no longer restricted to written English butidel duced to “important information” (meaning) that will be the
recognized speech and automatic translations. Besides, thearched for in the sentences.
questions themselves have become more elaborate. All these We will show that an advanced system extended in this
changes suggest that robust, trainable statistical méghan way is not constrained to a particular range of templatess, bu
should augment (if not entirely replace) pattern-basedatsod rather is capable of handling a wide variety of queries pro-

In Question Answering, one is asked to find answers twided that training material is available.
queries from a possibly very large collection of documents. The remainder of the paper is organized as follows: We
We consider the Template-based Question Answering tasktart by reviewing related work on Question Answering sys-
(termed “Information Distillation” in the DARPA-funded G4 tems built on several annotation layers. Next, we present
program) where a finite number of query templates are agreexlr classification approach describing the nature of diassi
upon in advance and have variable slots that are to be filledation features we use to decide on a sentence’s relevance fo



a query. We then describe our experimental setup and showindful selection of classification features that, on onedya
results on the GALE Distillation task. Future work and con-must be sensitive enough to pay attention to subtle formula-

clusion sections complete the paper. tion differences of query slots and, on the other hand, géner
enough to facilitate classification with respect to pregigu
2. RELATED WORK unseen queries. Applied to the Distillation task as forreda

in the GALE Distillation Guidelines [10], these featuresshu

The important role Information Extraction (IE) plays in Gue respond to query templates and to their slots.
tion Answering has been noted and the advantages of using IE Figure 1 shows an overview of the features our system
repeatedly demonstrated in the literature [3, 4, 5]. In{6§, ~ €xtracts along with the extraction methods. The next sestio
authors introduce several layers of IE (that are very similaéxplain this process in more detail.
to the ACE elements and predicate-argument structures that
we are using) to constrain the scope of candidate sentemces3.1. Classification Features from Charts
those containing IE elements associated with a query. How- . . .
ever, the associations are revealed using handwrittess, ruleOUr System uses several categories of features. First, ve wi
and combinations of different elements are not evaluated. J€Scribe the features obtained from the so-catleairts an

More recent publications prefer IE elements from ACEamalgam of elements from various annotation levels repre-

annotation guidelines that are defined by the annual NisFented as directed acyclic graphs that we create for each sen

ACE evaluations [7] and include, among other tasks, mentioff"ce- , ,
coreference resolution (e.g., pronominal coreferenaejtye A chart of a sentence witly words consists oVl states

extraction (for people, organizations, locations, et en- that.are connected by arcs labeled mqtiart entries Chart
tity relation and event extraction (e.gwnershiprelation and entries can be of several types. The simplest ones are words,

attackevent). For instance, in [4], the presence of relevant® the trivial chart is just a linear graph whose arcs are word

ACE events and ACE entities in the vicinity of a sentence is(in their natural order). Other annotation levels can be-int
taken as an indicator of the sentence’s relevance. grated in charts as well. For the experiments presentedsn th

In [3], semantics expressed as predicate-argument struf@Per. we have considered the four chart entry types listed
tures propositiony were used (together with IE and other an- P€10W. They can aIch be seen in Figure 2 that contains the
notations) as one of the sources for classification featares TUll chart for sentence’John gave Mary his car; where arc
answer biographical questions. [8] shows how these prepod?"€fixes indicate chart entry type:
tions, because of their absolute lexical coverage, can be em
ployed to deal with open-domain templates suctbescribe
the facts aboYEVENT]” . In particular, propositions extracted
from slot formulations are organized infmoposition trees

words (prefix “w+")
part-of-speech tags and syntactic parsgprefix “s+")
arguments and targets oRBPBANK predicate-argument

and instantiated in proposition trees extracted from see® structures [1.1] (prgfix p+) _
[9] demonstrated how syntax and semantics can be incorpo- ® IE elementsincluding entities, relation and event argu-
rated into one coherent structure (syntactic and semaraijiy ments, but also Timex2 mentions (prefix “a+")

SSG) to serve the calltype classification task. o , ,
Charts are similar to Syntactic and Semantic Graphs (SSGs)

in [9], but incorporate more information and, because of the
integrated IE coreference, allow for more flexibility in mod
eling sentences. Next, we explairgramandinclusionfea-
tures extracted from them charts.

3. METHOD

The traditional approach for Information Distillation peeds
as follows:

1. Information Retrieval (IR) stagestart by retrievingdoc-  3.1.1. n-gram Features
uments that are likely to contain answers. _ .

2. Snippet Extraction stagese the retrieved documents Since chart entries of all types are treated the same way,
to select sentences (or parts thereof) that contain arfram extracted from charts can consist of entries that ate qu

heterogeneous in nature. For instance, from the chart in Fig
ure 2, the followinge-grams can be extracted (we use’‘as
g\ connector im-gram representations):

swers.

3. Answer Formulation stagecombine (rank, remove re-
dundancy and possibly modify) the extracted sentenc
to form an output.

Here, we are mostly concerned with the second stage and  a+PERW p+give_targ & w+Mary
cast it as a classification problem. Given a query and a partic w+gavew a+PERW s+NP
ular sentence, the task is to classify the sentence as edther w+Johnw s+VP
evant or irrelevant for the query. The main challenge heze is a+PERW s+VP
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Fig. 1. Extraction of Classification Features from Sentences.

This generation process is very powerful; paired with aincluded one. In the chart in Figure 2, some of the inclusion
task-dependent feature selection process, it allows tp kedeatures will be (5” stands for “includes”)
only features that strike just the right balance betweegispe
ficity and generality, while ignoring everything else. Fof i

stance, if the question is about John’s actions, then the thi a+Ownershipargl > a+PER-IND
feature in the list above seems most relevant. If we are asked ~ StS2 S*VP _
about people’s actions in general, then the fourth featilte w a+VEHICLE-LAND> w+his

probably suit our needs better. Finally, if the focus is om th
process of giving, then the first feature in the list should be
favored with respect to the others. 3.2. Accounting for Simple Slots

Even though we use statistical methods to perform fea-
ture selection, it is certainly worth mentioning that wigi  In Information Distillation and other Question Answerigks,
patterns for manual feature selection can straightforlydrel  we do not know beforehand that the query will be about John,
accomplished with the above format. One can in fact use thso it is impossible to predict in advance that the featurdohn
automatically generated pool of potential pattern candila w s+VP will be useful. What the templates do tell us is that
to start manual selection. the query will be about some person defined in a query slot.
This leads us to the idea of creating a special chart entry
namedsLOT as a generalized place-holder for specific names,
organizations etc. that the query is asking about. Note that
While n-grams contain information about sequences of charfis is the first time that our chart generation (and feature e
entries, the inclusion features focus on parallelism. Twidly ~ traction) algorithm makes use of the actual queries, and the
tell us, for example, that the wordbhnis at the same time €entire procedure up until this point could be done offline.
also syntactic node NP, and an entity of type PER-IND (per- To find instantiations of slots in a sentence, we do bi-
son, individual), but also the first argument in a relatiod an directional weighted bag-of-words pattern matching. The a
arg0 (agent) for the “giving” predicate. These featurehre gorithm possesses some linguistic knowledge (like verb-nom
tained by looking at pairs of chart entries that “containlea inalizations and synonyms), and some world knowledge,(e.g.
other (in terms of the words they account for). Currently, togazetteer resources). Contributions of individual woodhée
make the search feasible, we eliminate pairs in which the ineverall score depend on their parts of speech and occurrence
cluding chart entry covers significantly fewer words thaa th frequencies.

3.1.2. Inclusion Features
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Fig. 2. Chart for sentenc&lohn gave Mary his car? it contains 5 words (prefix w+), 10 syntactic nodes (prefix gimentions
of 3 entities (prefix a+), arguments of oawnershiprelation, and finally target and arguments of vgile (prefix p+).

3.3. Topicality Features perfect score of 1.0, and another is not instantiated inatlat
the score of the topicality featumPICALITY-PER for this

Chart entrysLOT can be used for some query slots, but it iS¢0t is set to bé1.0 + 0.0)/2 = 0.5.

not directly applicable to others. In particular, it seeiaisly
futile to try instantiating such slot types as topic or eyéiet _ .
cause of their high expressive variability. For instanee, f 3-3.1. Taking Advantage of Context Information

event formulatiorfattacks in India”, the sentenc&here was While deciding if a sentence is relevant or not, it might be

an explosion in Del,h'”'f perfectly on-t?plc er\1/en t'hlougih It yseful to look at its direct neighbors as well. We do this hil
does not contain a single content word from the origina Evencomputing topicality features by augmenting topicalita-fe

formula(t;gn_. h f ch . . tures computed for the sentence in question by topicaléy fe
In addition, the nature of chart entsLOT is quite re- o5 computed for the surrounding sentences.
strictive, in the sense thdAl Amin Khalifa Fhimah”, for

instance, would not be recognized as an instantiation of a o

person-slot formulatiofAl Fhimah” without further relax-  3-4. Handcrafted Elimination Rules

ation steps. While this might be a desirable behavior fortcha |, [5] we recognized the advantage of restrictive rules ivwo

entry SLOT, _ger)er.ally, we would like to see some indicatorsing ACE elements. Here we extend the approach to prune

that a certain similarity is present. _ away obvious false positives even before classificatioagtak
TheTopiCALITY features fill these niches. They look at pjace Wwe devised a number of rules involving elements from

charts computed for slot-spans of the queries and try t0 inzarioys annotation levels that must be satisfied in ordeafor

stantiate chart entries found there in the chart entriesdd  ¢ontence to be considered for classification. For exanmple, f
the sentences. The instantiation is done separately feraev o prosecution template in Section 1 we require that one of

categories of chart entitie; (which will be described bglow 1,4 following holds: a) at least one of the topicality featir
and performed for all slots independently. _ fires on the sentence for the person slot, and crime is djrectl
For each slot/category combination, we consider all religantiated as slot, b) person is instantiated as slottteere
evant entries in the slot chart and try to instantiate t_hem NS a justice ACE event in the sentence, c) topicality fires for
the sentence chart. Then we average the best achieved 51 crime and person, and there is a justice event. Thelactua

stantiation scores to be the score of the topicality feafore ;o5 ysed in our system considered not only the sentences in
this combination. The following topicality categories atgp- question, but also their direct contexts.

ported:
1. words 4. EXPERIMENTS AND RESULTS
2. ACE entities of types PER, ORG and GPE+LOC (each
one separately and combined) We now describe the experimental setup in which our system
3. same for ACE relations was tested.
4. same for ACE events
5. targets of semantic predicates 4.1. Queries

For instance, if there are two PER entities in the text of & sloWe have used our system to find answers to queries from sev-
and one of them is instantiated in the sentence chart with aral templates as defined by GALE Y2 guidelines [10]. Tem-



| # | text | | template | 1 | 8 [ 12 | 15 | 16 | overall]
1 | Listfacts about event: [EVENT] words 0.42] 0.42| 0.25| 0.40| 0.46| 0.39
8 | Describe the prosecution all features| 0.47| 0.51| 0.43| 0.42| 0.52| 0.47
of [PERSON] for [CRIME] allw. rules| 0.50| 0.63| 0.44| 0.46| 0.56| 0.51
12 | Provide a biography of [PERSON] accept-all | 0.40| 0.32| 0.17| 0.22| 0.33| 0.29

15 | Identify persons arrested from [ORGANIZATION
and give their name and role in the organization Table 2. SVM classification results (F-measure) for a) word

and time and location of arrest bigrams, b) all classification features, c) all featurestzamt-
16 | Describe attacks in [LOCATION] giving written rules, d) accept-all trivial classifier.
location, date and number of dead and injured

—

Table 1. Query templates considered for system evaluation We see that for all templates, introducing additional an-

notation levels to produce classification features andgusin

topicality features resulted in very significant improverse
plate numbers and their formulations are given in Table t. FoOther evidence of success is that even using trigrams ohstea
each of the templates in this table, several training and tesf bigrams in the words-only baseline could not narrow the
queries have been provided along withswer keyslabels gap. It is worth mentioning however that, given the base-
“relevant” and “irrelevant” given to each sentence by humarine’s ignorance of the slots, its performance looks remark
labelers. All answer keys were generated for documents thably good. What happens is that the system assumes that the
contained at least one relevant sentence, according tathe Iselected documentge about the slots, so that it only needs
belers. to be looking for words that indicate the right template. For
instance, if an arrest is mentioned in the document, it is pre
sumably an arrest of the slot-person. Another reason is most
clearly articulated by the open-domain template 1. Here, th
Documents that supplied answer keys for training and testeemingly high F-measure for the word-only case is not much
queries came from different corpora. We used the Englishetter than the one of a trivial classifier that marks all sen-
text part of the GALE Y1 training data for training and the tences as relevant (last row of Table 2). In fact, unlike othe
English text part of GALE Y2 corpus for our main test. Over-templates, entire selected documents are often dedicated t
all, there was an average of 24 training and 9 test queries péte event in question, so that most of the sentences in them
template. About 2700/500 considered documents containeate on-topic (e.g., for evefi€ivil unrest in France” this pro-
38K/16K sentences, and supplied an average of 72/39 relevaportion is about 65%).
snippets per query for the training/test corpus. Notonty di ~ We are planning to present a detailed discussion about in-
the test corpus have a significantly smaller proportion lef-re dividual contributions of ACE and®PBANK annotations as
vant snippets (11% as opposed to 21% in the training corpuspart ofn-grams and inclusion features in a separate paper. At
but its queries were judged as subjectively more difficult bythis time, however, we would like to point out that using sule
human observers. In addition, to investigate performarice drom Section 3.4 that contain those annotations to elinginat
our algorithm on ASR data, we created a smaller test corpusbviously irrelevant sentences appeared to be very helpful
of ASR transcriptions, that will be explained in Section.4.4 The third row of Table 2 convincingly demonstrates this fact

All documents were processed in advance to obtain syn-

tactic parses and®PBANK annotations using (?harniak and 4 4 performance on Speech Transcriptions
ASSERT parsers [12]. We used NYU's toolkiED[13] to
produce ACE-annotations. Similar processing was apptied tOur final series of experiments investigated performangesde
all queries, and in particular to their slot spans. dation on noisy data, such as ASR output. For that, we used
six queries from template 16 for which we had 842 snippets
(20% of them relevant) from 77 documents annotated by hu-
man labelers. The models were retrained on English text
The aim of our first set of experiments was to investigate thelocuments after eliminating training material for these si
potential of using other annotation layers in addition tode  queries. We then compared distillation results for ASR autp
We created parallel sets of classification features exdact (WER~15%) and corresponding manual transcriptions.
from sentence charts that contained only words (basekse), Table 3 shows that there is a performance degradation
well as features from “mixed” charts with all annotationday when using ASR outputinstead of noise-free annotations/-Ho
ers introduced above. The first and second rows of Table @ver, the F-measure loss is not prohibitive for using the-mod
show the F-measures for class “relevant” achieved for eacéls. We also see that the advantage of using IE elements and
template in both experimental setups with an SVM-classifierother feature sources diminishes as we switch to ASR out-

4.2. Corpus

4.3. Experiments: Advantage of the Integrated Approach



| | transcriptions| ASR Output| are those of the authors and do not necessarily reflect the
words 0.57 0.48 views of DARPA.
all features 0.65 0.49
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