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1 Introduction

In recent years, web-based review systems have provideduabla service to
consumers by allowing them to share their assessments dégoal services, thus
enabling more informed decision making. The use of thestesys however,
requires access to a web browser — typically at home or atfffee - and this
restricts the usefulness of the systems to planned sowtibde mobile phones also
provide web access, their small screens, flanked with udwiglput modalities,
severely limit their convenience. Thus, today’s dinersehao viable source of
information to draw on while they are out and away from theisiktop computers.

We have developed a voice rating telephone system for masiisuwhich fills
this “information gap.” By calling the system, prospectiliners may inquire about
potential meal venues. The system engages in a dialog watlighr, locates the
appropriate entry in its database, and plays the summaipngWsice interaction
is natural and shortens the time to enter the name of theuresita We also offer
options other than restaurants, such as products and egriiat these are beyond
the scope this paper.

For either voice output or rendering on a small screen, @ititihs in space
make it necessary to compress the available informatianaririef and compact
answer. There may be potentially tens or hundreds of reviews particular
establishment. The challenge which this paper aims to addsewhat would be
fitting to tell the user. The techniques described hereimppéicable to both screen
and voice output, but we will assume the latter, as it is theec state of our
prototype.

2 Overview

There are several possible ways of condensing review conberthis paper, we
have explored only one of many. We think that our algorithelds a satisfactory
outcome, although we would not presume to suggest that aeftennatives are
invalid. We will first sketch the general goal with some pdirdesired character-
istics. Then, according to those characteristics, weduite the idea of extracting
snippets from the database. Then, we continue to describgh®system works
algorithmically.

2.1 Objectives

We set ourselves the goal of improving the voice rating systeough the addition
of specific differentiating information for restaurantsltitbately, pieces of infor-
mation may serve multiple purposes. Users consume infosmat different ways,



and therefore there is no single tangible, measurable enelrich encompasses all
usage scenarios.

The first purported usage for review comments is to provifl@mation about
a restaurant. This is our primary goal. Ideally, one woulddex the most im-
portant facts or impressions about a restaurant. Thesaogether, would be the
primary basic inputs which the user might use as a basis §éindri opinion about
a restaurant, and ultimately, whether or not to visit thaldihment. Therefore, it
is a device for enriching the terse numeric rating.

A secondary goal is specific to automated computerized mgstd here is an
abundance of restaurant from which to choose, and the degsocess is a human
and somewhat emotional process. Review web sites addagdsghe by exposing
users to other people’s prose, so that an emotional cooneatith the commu-
nity, and a sense of trust may be developed. That phenomeraiad a catalyst
for contributing reviews. Presenting human reviews via@mputerized system
enhances the sense of confidence and credibility by expositgrial which was
underlies the overall rating.

The third kind of added value comes from keeping the usertaned. Adding
randomness to the system, much the same way fortune cookigseadnterest, is at
times beneficial to the system. Each restaurant reviewtimdigshed by a specific
if amusing signature — provided to us by the colorfulneshefreviewers.

2.2 Approach

Two main approaches prevail in summarization. In the firgiragch, one learns
from and understands reviews for a given restaurant. Facista restaurant are
gathered into an ontology system. They may be employed fonsarization, and
they also offer the flexibility of ready extension to othesks (e.g. faceted search,
or restaurant comparison). A summary wouldgemeratedrom stored data. For
instance, for restaurants, the ontology might cover focaity atmosphere, and
service: the generated review would cover each. In that, eesevould be faced
with the difficulty of extracting reliable facts, the compiky of the ontology, com-
pounded with the challenge of incomplete data and otherti@nts such as legal
requirements (involuntary libel). Therefore, this apmivds hard to apply in our
case. By contrast, in the second approach, one appliesrilaa dpproaches tex-
tract a few exemplary snippets from a collection of reviews, €lyj. The approach
is easily portable to other tasks, but limited in scope, apelsdchot usually result
into more insight in the problem. Our approach is a hybrid athbapproaches,
e.g. [2, 3]. Snippet importance ranking is done with daftaedr algorithms, but
snippets are inscribed in an ontological category systanafer extraction. The
hope is that we may gather interesting insight which woutdrlanable new ser-



vices.

Thus, we set ourselves to the task of extracting relevamipsts from a re-
view. In addition to finding such snippets, however, thersecondary task: from
the collection of candidate snippets to present from resjeturing a synthesis
process, we then have to select and arrange those whichreglépt a generally
representative view of the restaurant. In the best case, autdvwdo so in a way
which conceals, or is robust to errors in the intermediaedging process. Our
approach decomposes the problem into two problems: a) grshippets which
are useful to render, and b) of all potentially interestingppets to show to a user,
given the limited time, determine which subset would, as alejhgive a good
representative description of the restaurant.

There is no easy way of measuring the performance of themyiseyond a
mean opinion score (MOS) study. We will present intermediagtrics to measure
the effectiveness of each subtask whenever possible.

2.3 System overview

The system overview is shown in Figure 1. As a preliminarp stee build a clas-
sifier which predicts, from each review, a numerical ratisgogiated to the review.
Then, each review is segmented into smaller units, calfeédpets Ideally, these
snippets would form self-contained, well-formed sentsnaar implementation
uses punctuation mark delimited sections instead. Eagpenis then assigned a
bipolar relevance score, to mark it as characteristicaipataging (bad) or prais-
ing (good). Snippets are categorized into predefined typash(as food, or ser-
vice). To produce the final review, we tally the most relevamippets, both good
and bad, in each category.

2.4 Database

We downloaded a database from a review site on the Interhetnsists of food
establishments in urban areas in the United States of Amene crawled each of
the 1600 listed urban centers for up to 2000 entries per wbater.

Summary statistics of the crawl are shown on Table 1. We lgflOk reviews
for development, and 10k reviews for evaluation. To our Keodlge, this is one of
the largest scale databases used for review classificattbswanmarization.

Examples of reviews are shown on Figure 2. Our qualitativayais shows
that the reviews tend to be self-contained and compact. o they can be
hard to follow as in the second case, but generally, they tertte more of the
well-formed type seen in the third case. Sentences tend totieected, but still
meaningful when read in isolation.



Number of reviewed restaurants 208,468
Number of reviews 326,146
Number of words 24,122,368
Avg number of words per review 73
Number of cities 13,915
Highly recommended (5) 57.22%
Recommended (4) 18.18%
Neutral (3) 8.92%
Below Average (2) 6.28%
Not Recommended (1) 9.40%

Table 1; General statistics about the web crawl.

3 Judging relevance

In summarizing reviews, we take the stance that one mustduate areas of high
informational content. For this, we would like to extract tmost extremely opin-
ionated sentences. To do this, we look at the absolute malgnitf the contribution
of each snippet to the overall rating of the review.

3.1 Log-linear models

Conditional log-linear models, also sometimes calkbemditional maximum en-
tropy models are popular for natural language applications tsecaitheir simplic-
ity and effectiveness. We use log-linear models for oves@dle regression, e.g. [4],
and later for categorization.

3.1.1 Model

We would like to classify a review textinto several classe:}. Choices for class
assignment could range frobrclasses (Table 1) to two classes. Using finer classes
allows for more features, and also provisions for the pd#gilthat the “neutral”
class would be distinctively different in itself, ratheatha mid-point between good
and bad. In other words, having five classes does not impdsersbnotonicity
constraints among the rating classes. On the other hargdcohid lead to data
sparsity and model estimation errors. Thus, there is a-pffdeetween using
classes and classes. In preliminary experiments, however, the bindagsifier
(good vs bad) performed better according to the minimum reguarror (MSE)
criterion computed in a comparable fashion. We used a biokassifier in the



remainder of this paper. For each class, we have a reald/édature extraction
function, f(r, ¢), of fixed dimensionF'. A log linear model with parameters
defines a conditional probability of a clasgiven the review text as:

plelr) = W 1)

wherez(r; A) =3 exp[A - £(r, )]

3.1.2 Features

For simplicity, and to gain insight into the problem, we rieséd ourselves to
unigram and bigram features. A list of most frequent words drawn from the
training set. There were 40k words occurring more than 4gjrard 313k bigrams
occurring more than 4 times. If a word was seenV(w, r) times in the review,
we set its feature function to be:

fuw(r,c) =log[l + N(w,r)], Ve. 2)

Bigram features are treated similarly. In addition, a cansfeature was added to
account for class prior explicitly.

This bag of words approach might not be appropriate for saviews. Al-
though reviews tend to rate all aspects of a restaurants apinoximately the
same score, it is possible to have multiple conflicting comisi&vithin a review
regarding the same restaurant. This phenomenon may ocdiffeaent levels of
granularity. For instance, see Figure 3. Clearly, the feagdtraction is limited and
could benefit from segmentation and categorization of umtgractice, due to the
concomitant effects of abundance of data, simple text &trec and uniformity
within a review, we observed satisfactory results with oopde approach.

3.1.3 Objective and evaluation

We trained the log-linear model using the maximarposterioricriterion over the
training set, using Generalized Iterative Scaling (GISH]5We used a zero-mean
normal prior with a global variance parameter tuned ovedthelopment set. The
observations ob review classes in the training data were converted intorpina
class observations by using soft linear weights. For itgtafor a review rated

in a5 class rating, the binary class “good” was considered asrobdevith 0.75
soft weight and the other binary class “bad” was considesasbaerved with a soft
weight of0.25.



We evaluated the classifier with respect to its predictiofiopmance for over-
all review ratings. Even though prediction of the overalliegy ratings is not our
end-goal, it is an intermediate evaluation which allowsaigitige the efficacy of
the features and the models which are subsequently usedifgres selection. If
we consider this as a regression task, a natural perfornrapesure is the mini-
mum mean squared error (MMSE) obtained by assigning nuniefié values to
the5 classes. We compare the MMSE of our classifier on the evatudtta with
the prior distribution which assigns a constant rating @atueach review without
looking at the review text. The prior MMSE rating wad, very close to a “Rec-
ommended” rating. The root mean squared (RMS) error for ther pvas1.30,
and0.67 for our classifier. If we remove the neutral ratings, we caaluate the
classification error rate for positive vs negative judgméme error rate wa3.22%,
much lower than other tasks such as movie reviews [4, 7].

Another commonly used evaluation measure for classifietha@sprecision-
recall trade-off. For example, in a task where we would likedtrieve the most
interesting whole reviews, we would want high precision tlee good and bad
ratings. The ROC curve for precision-recall trade-off iewh on Figure 4.

3.2 Snippet extraction

Reviews are about 4 to 7 sentences in length. They need todserbup into
constituent snippets. Ideally, each snippet would corefisingle self-contained
statement about the restaurant. Sentence breaking ofylarggrammatical text
severely corrupted with misspellings is a hard problem.ghoplicity and follow-
ing a cursory analysis, we found that segmenting at all puaticin marks, includ-
ing comma, yielded usable units. Keeping long units pressecontext, but gener-
ally yields longer unwieldy snippets, and may also includearthan one logical
statement (e.g. food is good, but not the service). Haviogt inits is more suited
to aphoristic summarization. Striking the balance betwd®mse two extremes
would be the subject of further research. We decide to ernangegmentation,
and hope that units without meaning will be pruned out irrlatages. An example
snippet decomposition of a review is given in Figure 5.

3.3 Snippet selection

In answer to the question of what would make a good snippetesent to users,
we adopt the view that snippets which bear the most extreevesvabout a restau-
rant should be rendered. Furthermore, we assume that sniphese words most
contribute to the conditional log likelihood function areained important. This
is distinct from selecting pieces of evidence most reflect¥ the review rating:



for an average restaurant, we do not select the more inanenents, but rather
always try to pick the most contrasting views regardlesshefdcore. The most
prominent trigger features are shown in Figure 6. We applymadel, trained

for entire reviews, to each snippet individually. This igoeEgximately measuring
the contribution of the snippet to the entire review scoraitéJcontaining trigger

words with large corresponding lambda values are rankeaehidrhe intuition is

that these units were decisive for the classifier for its igted rating, e.g. [8], so
they should be considered as useful evidence to presentiiarisi Examples are
shown on Figure 7.

4 Categorizing information

In order to present a compact and comprehensive view of aursit, we should
touch upon all relevant aspects of a restaurant with ligundancy. As we will
see, simple statistical methods would normally fail to acddor scarcely men-
tioned aspects, because reviews tend to be skewed, unatkistg towards food
comments. Therefore, we need to find some scheme which esfdigersity in
the summary. Moreover, it is our hope that with aspect diaasion, we will be
able in the future to build more complex services. Thus, \e gamore ontological
approach.

4.1 Labeling data
For restaurants, we have universally accepted axes:
1. Food: how the food tastes, and comments about specifis ibeselection.

2. Service: mostly politeness and timeliness of delivery.

3. Atmosphere: information about the venue — parking, dieess, loudness
of music, etc.

4. Value: the quality of goods delivered by price.

We selected 23000 snippets and labeled them according fimthabove-mentioned
classes, as well as other, called X (e.g. “We were there oneadgy night”), or
more than one class, called Z (“Food was spoiled by the athesef). For a class
to be classified in its category, it had to be useful to pressna snippet for a
restaurant (e.g. “Panna cotta is a desert” doesn't qudlify,“Crab cakes were
cooked to perfection” does) otherwise it would be classifisdother” class (X).
The distribution of labels is shown on Table 2.



| Category | Percentage

Food (F) 33.98%
Service (S) 8.89%
Atmosphere (A)| 11.84%
Value (V) 3.91%
Other (X) 33.78%
Multiple (2) 7.56%

Table 2: Prior category distribution: obviously, there s@ng bias for describing
food.

For experiments, we kept 1000 units for development and 1@0&valuation.
The inter-annotator agreement rate was almost 100%, the aanmtra-annotator
agreement.

4.2 Alog-linear classifier

To categorize reviews, we used a log-linear classifier willgnam trigger features
similar to the one used for numerical rating prediction. Vad B2k features. The
classifier results are shown on Figure 8. The error rate ir-evay classification is
27%. The prior error rate (by choosing food unconditionaity63%. In addition,
thanks to the dual guideline in labeling, the classifer mag he used to determine
whether a snippet is useful. The ROC curves are shown in &iguiFor specific
categories, since they are many reviews to choose from, aimgjke output candi-
date, we are more interested in the precision. Figure 10 shiosvprecision as the
posterior threshold is increased.

4.3 Probabilistic Latent Semantic Analysis

Probabilistic Latent Semantic Analysis (PLSA) [9] is a teicjue which analyzes
the relationship between documents and words using a l&etarization. Thus,
PLSA could be used to derive a clustering which could in turrubed for gaining
more insight into the task or for improving classificationfpemance.

In the context of our task, PLSA builds a mixture model for de® snippet
as:

M
p(s,w) = Zp(w|z)p(z|s), (3)
z=1

wheres is the review snippetw are the words, and the hidden variables. The
PLSA model is trained by maximizing the likelihood of theiiag data. Model

8



componentg(-|z) are thought to explain aspects of the review snippets, ssieh a
topic.

To measure the information provided by PLSA, we compute thaual infor-
mation between the latent space representation of thearesrigopet and its cate-
gory. The latent space representation can be encoded in 2 Waypy clustering
the latent space vectors or 2) by using the most likely

The entropy of the categories was 2.20 bits. We used 100 dioenfor PLSA.
The mutual information between PLSA representation 1) hadategory was 0.21
bits. The mutual information between PLSA representatjama the category was
also 0.21 bits. This shows that PLSA provides a small amadunfarmation about
the categories. We therefore added features represehtng 4|s) values to the
log-linear classifier. The cross entropy of the log-lindassifier on the evaluation
data was 3.43 bits. Adding the PLSA decomposition as additid00 features
reduces the cross-entropy by 0.17 bits, which is to say tmsifler learned from
PLSA additional information comparable to the use of PLS#nal However, the
category classification error rate only decreased from%2%®326.5%.

Another aspect of PLSA which were interested in was thetghidi automati-
cally discover the categories in a completely unsupervinadner. After looking
at the PLSA dimensiong(-|z), we were unable to assign interpretable knowledge
to these components. On Figure 11, we show the words withigive$t likelihood
ratio against the unigram background model in some exampiergions. Thus,
we were unable to significantly improve the category clas#ifdbn using PLSA
nor were we able to discover the categories through PLSA.

4.4 Final condensation

In order to preserve a balanced view touching upon all ptesagpects of a restau-
rants, we used both the relevance with polarity, and cayegdormation. From
the steps above, we enumerate the most extreme snippetsdintifien proceed to
service, atmosphere, and price. An example summary is giveigure 12.

5 Mean Opinion Score (MOS)

The system was evaluated as a shippet summarization systewvatuating user
preferences. Ten test subjects were each asked to exarpiroxiapately 90 restau-
rants, for a total of 867 restaurants. For each restauranpresented the name of
the restaurant along with its city location and global scarel then side-by-side
our summarized snippets versus a random, non-overlappiegt®on of snippets,
with the same number of snippets. Sides were randomizedaWdmmly selected



restaurants to present over the set of restaurants whiclmbagl than 6 snippets
available.

Subjects were asked to tell whether they preferred, or muefeped, one set
of snippets over the other. Results (Table 3) were found teidrgficant with the
Fisher sign test and the Wilcoxon signed rank test. Tesestdbeemed to indicate
a marked preference for snippets generated with our prdpselection technique.

| Preference | Percentage
Proposed much better 27%
Proposed better 24%
Neither is better 22%
Random better 13%
Random much better 14%

Table 3: User preferences: 10 subjects compared our propggeoach to random
shippet selection.

6 Conclusion

We have presented a review summarization system for theuresit domain. The
system summarizes a collection of user reviews using categml sentiment axes.
We evaluated our system using a large-scale databasetedliieom the Internet.
The system was employed to identify areas of importanceinvétreview to pro-
duce a summary for a restaurant. In a user study, subjederae our snippet
selection over a random snippet selection by a statistisadinificant margin.

There are many open issues which deserve further study. Tis¢ pnomi-
nent problem resides in snippet segmentation: there is nstigint about well-
formedness, and indeed many snippets appear ungramnaticatiandish when
taken out of context. The question remains open as to howafipsoach may be
extended to other types of products (services or consunoeupts). In the future,
it may be possible to provide additional features such astéalcrestaurant search
or ability to drill down on details about a restaurant.
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All reviews for a restaurant:
a. Desert was great. Waiter was the
rudest ever.
b. I didn't try the tempura; sushi wag
excellent.

snippetl segmentation

Desert was great.
Waiter was the rudest ever.
| didn't try the tempura.
sushi was excellent.

reIevancel ranking

1. Waiter was the rudest ever.
2. sushi was excellent.
3. Desert was good.

lcategorization

Service: 1. Waiter was the rudest ever.
Food: 2. sushi was excellent.
Food: 3. Desert was good.

lsummarization

sushi was excellent.
Waiter was the rudest ever.

Figure 1. System overview: snippets are ranked and catsgbhbefore summa-
rization.
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Itis a tiny Thai cafe on ninth avenue. The fopd

here is very tasty Thai food. It looks slick,

modern, and very attractive cafe. I'm a real fan

of this Tiny... Your waiter staff ........ is so
friendly. I'm a fan.

Hostess: Ajax changed our reservation from
7pm to 8pm no reason given compromised jon
7:45pm. Why? Truth: as stated by our hostess

on our departure “we like to be out here by

9pm on Tuesdays”.

The room, service and ambience truly speak of
a bygone elegance and capture the spirit of Old
New York. | went to see Eartha Kitt and was|as
impressed by the service as | was by her
amazing performance. The food was basi¢
America fare - very well-prepared but nothin
too exciting. And it was extremely expensiv
but worth every penny. | would strongly
recommend Cafe Carlyle as THE BEST
special occasion restaurant in the city.

«Q

1

Figure 2: Sample reviews: reviews are typically compact.

Almost everything was goobut deserts which
tasted awful Otherwise, service was excellent

Figure 3: Issues with bag of words: good and bad impressiameflined) mixed.
A finer segmentation would be appropriate.
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Figure 4: ROC curve for good and bad ratings. The Equal Eraie REER) is
between 6-8%.

as far as central texas bbq’s , this is one of the bidtas
the usual "order by the pound” method of ordering ,
but this place differs from the rest in that ) the seating
area is completely separate from the pits and is away from
the smoke , 2) the dining area is larggpacious and wel
lighted , 3) easy parkingand 4 ) they offer lean shoulde
cuts (which , i guess this is more common these ddoggt
some places don't offer it ...
for those who make the pretence of eating healththp
meats are done to perfection,
excellent smokey flavour and sausages that are not greasy
excellent

=

Figure 5: Example snippet decomposition: snippets aret@rradting underline
font. Punctuation marks delimit snippets.
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worst pizza
was excited
worst restaurant
courteous .
worst food
worst dining
never recommend
after being
waiter ,
expensive .
.oh
with many
terrible food

Figure 6: Features with highest magnitude of associategight.

Score| Snippet

0.02 | i would go during a weekday when it's not so
crowded and you have the place to yourselves
-0.26 | what kind of ice cream shop doesb't offer samples
0.31 | they crank out some creamy and delicious ice crgam

Figure 7: Example of snippet relevance scores. Scores niadidate blandness,
positive scores a good opinion, negative scores a bad opinio

% | F | A S| V] X ] z
849 03| 1.2 | 06 | 111 1.9
12.8|34.0| 43 | 0.0 |479| 1.1
11.5| 2.9 | 625| 0.0 | 16.4| 6.7
19.2] 0.00| 3.9 | 23.1| 50.0| 3.9
16.4| 1.1 | 1.4 | 0.4 | 80.7| 0.0
29.6| 46 | 23| 0.0 | 46 | 59.1

NX< wm>m

Figure 8: Classifier results for categorization. Lines egpond to labeled cate-
gory, columns are the resulting decoding. Overall errof627
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Figure 9: Relevance rejection characteristics for cldss
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Figure 10: Precision with respect to posterior threshold.
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Dim 1 Dim2 | Dim 3
everything were bring
although both sit
busy cold put
crowded | appetizers| watch
inside course able
packed meals please
quickly main pick
rich roll help

Figure 11: Example PLSA dimensions: a dimension would Igleabp to a cate-

gory.

« the food is outstanding and drinks are well made.

« the fried chicken is divine and the desserts are great f
« Service is a little moody at times.
« the wait staff was excellent and catered to us and the baby.
« the service is always excellent.
« the sous chef is great and even brought my table a
plementary appetizer one night.
« lively atmosphere with a fantastic menu.

« be prepared for the extremely high prices.
« a little steep price wise.

00.

com-

Figure 12: Example of condensed summary produced by owrayst
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