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Abstract— Routing protocols have traditionally been based on packet (here “left” and “right” are in the relative sensa)cB a
finding shortest paths under certain cost metrics. A conventiona mixture packet can be demixed by the left and right neighbors
routing metric models the cost of a path as the sum of the costs
on the constituting links. This paper introduces the concept of a

Markovian metric, which models the cost of a path as the cost of &%

the first hop plus the cost of the second hop conditioned on the @ﬁ@#.®

first hop, and so on. " s, @) ——)
The notion of the Markovian metric is fairly general. It is @) (b)

potentially applicable to scenarios where the cost of sending a

packet (or a stream of packets) over a link may depend on the Fig. 1. (a) The conventional solution requires 4 transmissim exchange
previous hop of the packet (or the stream). Such scenario arisgs two packets betweem andvs via a relay node. (b) Using network coding,
for instance, in a wireless mesh network equipped withlocal ~two packets can be exchanged in 3 transmissions [1].

mixing, a recent link layer advance. This scenario is examined

as a case study for the Markovian metric. The local mixing  Generalizing [1], Katti et al. [2] recently presented a

engine sits between the routing and MAC layers. It maintains framework for taking advantage of physical piggybacking to
information about the packets each neighbor has, and identifies improve the efficiency of unicasting in multi-hop wireless

opportunities to mix the outgoing packets via network coding . .
to reduce the transmissions in the air. We use a Markovian networks. In their approach, each node snoops on the medium

metric to model the reduction of channel resource consumption and buffers packets it heard. A node also informs its neighbo
due to local mixing. This leads to routing decisions that can which packets it has overheard. This allows nodes to know

better take advantage of local mixing. We have implemented roughly what packets are available at each neighbor (inghp*
a system that incorporates local mixing and source routing has what?”). Knowing “who has what” in the neighborhood, a
using a Markovian metric in Qualnet. The experimental results c - . . . '
demonstrate significant throughput gain and resource saving. node examines its pending outgoing packets and decides how
to form output mixture packets, with the objective of most
I. INTRODUCTION efficiently utilizing the medium.

Network codingefers to a scheme where a node is allowed These prior studies result in a link layer enhancement
to generate output data by mixing (i.e., computing certafitheme in the networking stack. As illustrated in Figuren2, t
functions of) its received data. The broadcast propertyhef tlocal mixing engine sits above the MAC layer (e.g., 802.11)
wireless medium renders network coding particularly usefiand below the network layer. Given the routing decisions, th
Consider nodes;, v», v3 on a line, as illustrated in Figure 1.local mixing engine tries to identify opportunities for (sigal
Suppose; wants to send packet, to v3 via v, andvs wants  piggybacking. Experimental results in [2] demonstrate the
to send packet, to v; via v,. A conventional solution would usefulness of local mixing in improving the link layer effi-
require 4 transmissions in the air (Figure 1(a)); using oeltw ciency. The gain of this technique, however, critically eiegs
coding, this can be done using 3 transmissions (Figure .1(tON the traffic pattern in the network. This motivates the
The key here is that a single broadcast transmissiag afz,  following question: Can we make intelligent routing deciss
(the bitwise XOR of the two packets) presents to node that maximize the benefits offered by the local mixing engine
v; who knowsz;, and z; to nodevs who knowszs. This In this paper we focus on wireless mesh networks (i.e. cstati
technique was termephysical piggybackindpy Wu et al. [1] Mmulti-hop wireless networks), which find useful applicaso
because the two packets are combined into one, without even
increasing the size of the packet. It looks ag:ifandx, are
getting a shared ride in the air. Network (Routing) Selecting routes to

It is not hard to generalize Figure 1 to a chain of nodes. For Local Mixing D omfellzlcrz:zniiji]:gbenem
packet exchanges between two wireless nodes along a line,
the consumed channel resource could potentially be halved
with physical piggybacking. Wu et al. further showed a sienpl_ o o o
disrbuted implementation that can realize such advamsiag% 2,1 b pcre The ocal miing enne i betuces etuor
in practice. Specifically, each wireless router can exantsie network layer. This paper develops routing solutions tha better take
local buffer and mix a left-bound packet with a right-bounddvantage of the local mixing engine.

MAC (e.g., 802.11)




owied. @ o D principle still applies and thus finding the shortest patthwi
never 1, a Markovian metric can still be done in polynomial time. In
i a practical network, support for the Markovian metric can be
L ‘ added easily into an existing routing framework that uses a
! i i conventional routing metric.
i
4

The concept of the Markovian metric is explained in a

i ! general context in Section II. After reviewing local mixing
@ w w in Section Ill, in Section IV we examine how to design a

Fig. 3. An example mesh networking scenario. There are 9 mestsaiccspecific Markovian metric to maximize the benefit of local

points andv; is a gateway to the wired network. The connectivity graph is.:.: : :
shown in the figure. Assume currently there are two long-teawkround ?‘mxmg. Section V presents the experimental results.

flows, v3 — vo — v; andv; — v4 — v7. Suppose we want to find a good
routing path fromv; to vg. Il. MARKOVIAN METRIC

A conventional routing metric models the cost of a path
as the sum of the costs on the individual links. A Markovian
in metro-area public Internet access, community wirelesgetric introduces context information into the cost mddell
networks, and transient networks (e.g., disaster rel&yte- The cost of sending a packet (or a stream of packets) across
of-the-art routing protocols for wireless mesh networkseha g link is now allowed to depend on where the packet (or the
traditionally been based on finding shortest paths undéaicer stream) arrived from.
cost metrics. The simplest path metric is the hop count alongpefinition 1 (Markovian Metric):
the path. Later on, various link quality metrics have beenonsider a pat? = vg — v; — ... — vi. A Markovian
proposed for static wireless mesh networks. These metriggtric models the cost of a path as the sum of the conditional
include for example, the per-hop round-trip time (RTT), thegsts on the links:
expected transmission count (ETX) [3], and the expected A
transmission time (ETT) [4]. cost(P) =cost(vg — v1) + cost(vy — va|vg — v1) + ...
A natural thought is to modify the link metrics to take into + cost(vig—1 — Vg|vk—2 — VE—1). Q)

account the effect of the local mixing engine in reducing thﬁ b b denotes th t of di ket
transmissions over the air. This, however, is not straightf erecost(b — cla — b) denotes the cost of sending a packe

ward. Consider the example setting illustrated in Figure gr_om b to ¢, conditioned on that the packet arrivedbatia a.

There are two long-term flows in the network, — v, — v h ) | . . be vi d ial
andwv; — v, — vr. We want to find a good routing path from The conventional routing metric can be viewed as a specia

v1 10 vo. Due to the existence of the local mixing engine thaase of the Markovian metric where all the conditional link
route v, — vy — v3 — vg — o is @ good solution becal,JseCOStS are equal to their unconditional counterparts. Terde

the packets belonging to this new flow can be mixed Witﬂosition relation (1) is reminiscent of the decompositidn o
the packets belonging to the opposite flow — vy — w1, the joint probability distribution of random variables fioing

resulting in improved resource efficiency. To encouragagusi® Markov chain into a product of the conditional probateiii

such a route, can link, — v announce a lower cost? ThereThus' a Markovian metric to an unconditional metric is like a

are some issues in doing so, because a packet frothat Markov chain to a memoryless sequence of random variables.
traversesv; — v3 may not share a ride with a packet fromy The Dot Graph Representation
vy that traversesr — w1, although a packet fromy; that

traversesy; — w3 can. o ;
. . Ig/uncon and a set of conditional link costd/.,n. For ease
We see from this example that in the presence of the local . . .
In_notation, we usew;; to denote an unconditional link

mixing engine, assessing the channel resource incurred bxo%t Cost(v; — v;) andw_;x to denote a conditional link
packet transmission requires some context informatiomiab% tcost(vl Yi | ww)”“ We now discuss a araphical
. RN R
where the packet arrives from. For example, we can say tr#égresentgiion o?ktr?ese ngsis which we call do graghl
given the current traﬁiq condition, the cost fo_r sending ekea Denote the original graph b@’ and the resulting dot graph
from v, to v3 that previously arrives frone;, is smaller. The by C. For the example network in Figure 3, the graphical
key observation here is the need to define link cost based ' . ) L Lo
so)r/ne context information. More generally, this motivates t representation of the link costs is illustrated in Figurelr.
concept of aMarkovian métric ' this example, we assume each unconditional link cost is 1 and
: - : L there are two conditional cost®; > 3 = 0.5 andwy 4,1 = 0.5.
A Markovian metric introduces context information into th ¢ instance, hereost(vs — v |b . ) < costfm; o vg)
cost modelling. The cost of sending a packet (or a stream of ’ SR 20
packets) across a link is nOW. allowed to depend on WheraA dot graph is a generalization of tHme graph a well known repre-
the packet (or the stream) arrived from. The cost of a patbntation in graph theory. Given a grapgh= (V, E), the line graphL(G)
is modelled as the cost of the first hOp plus the cost of tffed graph whose node set is and whose edge set comprises the set of all
dh diti d he fi h d Dordered edge pairke, €’) such thate’s end point is equal te’’s start point.
Secon op con _'t_|0ne on the first hop, a_m So on. _Ef'ﬁe dot graph, however, may contain significantly less edbas the line
to this decomposition structure, the dynamic programmingaph, if there are only a few conditional link costs.

Suppose we are given a set of unconditional link costs



in G. For instance, consider a path from v; to vy in G:

(v V] — €12 — €23 — V3 — €36 — Vg — €6,9 — V9.

This corresponds to the physical route— vy — v3 — vg —
vg. The cost of the path iSl}l,Q + w1,2,3 + W36+ We,9 = 3.5.
%y In comparison, consider the paf:

Vp — €14 — Vg — €47 — V7 — €78 — Vg — €89 — Ug.

I { This corresponds to the physical route— vy — v7; — vg —
> Vo (vy) vg, Which has a cost of 4. Therefor®; is better tharP,.

Fig. 4. The dot graph representation of a collection of ctowl and Mqre generally, to, find the minimum cost route between MO
unconditional link costs, for the example graph in Figure 3. physical nodes, we just need to apply a shortest path atgorit
over the dot graph. For example, with Dijkstra’s algorithm,
the complexity isO(|V (G)|?). Note that we can remove the

because a packet fromy, to vs that arrived fromwv; can be unnecessary dots ifi; specifically, we can introduce a dot

mixed with the existing traffic in the flows — v, — v;. e;,; only if there is a need to express a related conditional link
First, we introduce a dot for each directed link in the oréin cost, i.e., wheriV,, includes a costy; ; . or w, ; ;. (Here we

graph, which “splits” the original link into two halves. Not use the symbok as a wildcard.) By doing so, the number

that there is a one-to-one correspondence between theitinksef vertices in the dot graph can be reducedG@V (G)| +

the original graphG' and the dots inGz. With slight abuse of min{|E(G)|,2|Weon|}).

notation, we refer to these dots as the names for the links inProposition 1 (Min-Cost Routing w/ Markovian Metric):

G, for example, the dot that splits the link from to vy is Given a set of unconditional link cost#ncon and a set of

referred to as; . Therefore, G has|V (G)| + |E(G)| nodes. conditional link costsWeen, the minimum cost routing from
Second, for each conditional link cosbst(v; — vix|v; — @ source node to a sink nodet can be found by running a

v;) in the given set¥o,, We draw an edge from the det; to  shortest path algorithm over the dot graph. This can be done

the dote,,. These edges, together with the edges generatedibycomplexity O ((|V (G)| + min{|E(G)|, 2|Wcon|})?).

splitting the _or!glna}l links, constitute th(_a edge S(_at.of that C. Adaptive Routing in a Practical Network

graph. To distinguish from the edges in the original graph, i i o

we call an edge in the dot graphvere. Therefore, has Ina practpal network, routing deuspns are made'to reflect

2|E(G)| + [Weon| Wires. the changes in the topology and sometimes the traffic as well.
Third, we associate a cost label with each wirein The The dot graph representation makes it particularly easgeo s

cost of a wire from a physical node; € V(G) to a dot how to modify the existing routing protocols for a Markovian

€i; € V(G) is the given unconditional cost of the linky;,. metric system. Essentially, a physical nodeneeds to play

The cost of a wire from a dat; ; € V(G) to a physical node several characters in a distributed routing algorithmiuidiag

v; € V(G) is 0. The cost of a wire from a dat,; € V(G) to those of its neighboring dots who do not physically exist.

another dote; , € V(G) is w; jx, the given conditional cost In particular, we could divide the computation respongibil

of the link. as follows. Let each physical nodg be responsible for the

In general, we allow the coexistence of a conditional cogfjtg.o'ng wires Of”? and its incoming dots. ;. For examplg,
and unconditional cost for the same link, e@pst(b — cla — In F|g_ure 4 physical node;; implements the computation
b) and cost(b — ¢). We assume the conditional link cost idnvolving Wirese, » — vz, U2 — €4, €12 = €23

always less than or equal to its corresponding unconditiona Ro_utlng proto_cols can be classified as e|t_her_ proactive or
eactive. Proactive protocols attempt to maintain upated

link cost. This is without loss of generality because wE o . . .
g y utes within the network, so that a route is readily avddab

can always define the unconditional cost on a link as th K d be ded. R ) |
maximum of the corresponding conditional link costs. Th en a packet needs to be forwarded. Reactive protocols, on

meaning is intuitive: The unconditional link cost repre!:;ent e other hand, do not maintain up-to-date topologicarmin

a conservative estimate of the cost incurred; given furthiip" about the network. When a source needs to find a route

context information, the cost may be lower. For example, a destinatio_n node, the source _initiates a route c_iisyover
Figure 4,w25 = 0.5 < was = 1; intuitively, there is a proceQure, typically done by roo@ng. In_thg following we
“short cut’ from ey o 10 ex.5. examine hOV\_/ to support a Ma_lrkowan metric in representative
’ ’ routing algorithms, starting with the proactive protocols

1) Link State RoutingExample protocols in this category
include OLSR [5] and LQSR [3]. In link state routing, each

Intuitively, the dot graph models the existence of shorscutouter measures the cost to each of its neighbors, construct
at various places in the network. It is easy to see that a patlpacket including these measurements, sends it to all other
in the dot graphG maps into a route in the original networkrouters, and computes the shortest paths locally. In essenc
and the cost of the route is just the total cost along the patie complete topology and the link costs are experimentally

B. Minimum Cost Routing Using a Markovian Metric



Has: x,, X3, X,

measured and distributed to each router. Then each router ca Wants: x. e
locally run a shortest path algorithm to decide the routes.
To support a Markovian metric, minimal changes are needed

in a link state routing system. Each router can just measure ) )
the unconditional and conditional costs for the links/wiit Has: %, %, Has:x, x,
is responsible for and broadcast the measurements to all oth wants: x, Wants: xq
routers. Take node, in Figure 4 as an example. Hetg Has: x, X

needs to measure the unconditional costs to each neightbor, a Wants: x,

well as the conditional costs of the foroost(e; 2 — e2 ;).

2) Distance Vector ROUtingAn example protocol in this Fig. 5. The local mixing problem is about optimizing the forratiof
category is DSDV [6]. In distance vector routing (also knowmixture packets at a local wireless router, knowing “who hastivand “who
as the Bellman-Ford algorithm), each router maintains ke taf§ats what” in a neighborhood.

(i.e., a vector) giving the best known cost to reach each
destination and which interface to use to get there. Théleda
are updated by exchanging information with the neighbors.

Let us start with a first-cut solution. Once evdrymillisec- b
onds each router sends each neighbor a list of its estimal g[]:i
minimum cost to reach each destination. Since each physi(l;
nodev; is also playing the roles of its incoming dots, a firstf
cut implementation will aggregate the tables fresnand its
incoming dots. For example, consider nagein Figure 4. It

4) Hop-by-Hop On-Demand Route DiscoveAn example
protocol in this category is AODV [9]. Similar to the source-
routed on-demand discovery, here the route request Ettiat
the source is flooded through the network. However, each
te request no longer contains the entire route. Insteah
te request received hycontains only the cumulative cost
rom s to v. Each node maintains for each incoming neighbor
u the minimum accumulated cost frogvia « to v, denoted
) ) . by cost(s ~~ u — v). When a node receives a request, it
|shalsohrespon5|ble Lor ptl)?ymg"the Iro(;es Of2, €32, €52. f?rwards the request to a neighbdronly if the total cost to
;I;Oums et‘ € tgggre?:rtei :ta 183 Vg' a::jc :Heot%r:a? (;T(]algtlir:;tr:c])n(;og is reduced. The routing ta_ble entries to the destinatioh wil
6,2 7 7 " be created after the destination sends back a route repheto t

Denotecost(e; » ~ v;) the estimated minimum cost to reacty, , .. following the sequence of best previous hops.
destinationv;. Note that in this case, ’

cost(es 2 ~» vj) = COSt(e52 ~» v;) = COSt(vg ~> v;). [Il. L ocAL MIXING: A REVIEW

Similar scenarios may happen whenever the conditional costThe gist of the packet exchange example in Figure 1 is as
cannot lead to a lower route to the given In these scenarios, follows: At certain momenty; hasxi; vo hasz; and xzo;
sending bottcost(es » ~ v;) andcost(es 2 ~ v;) is waste- v hasx,. Thus a mixture packet; @ x, can be demixed
ful. To remove such redundancy, we includest(v. ~ v;), into 2; and x, respectively atvs and v;. In the following
and cost(e. 2 ~ v;) only if it is lower thancost(v2 ~ v;). we use the nameource packeto refer to a packet such as
This results in an improved implementation. x1 which was originally generated by a source node, and the
3) Source-Routed On-Demand Route DiscoveEyample namemixture packeto refer to a packet such as @ .
protocols in this category include DSR [7] and DSR with ETX More generally, we may have a situation illustrated in
[8]. Here a source node that wishes to discover a route gyure 5. A wireless router knows the source packets each
a destination broadcasts a route request packet. This rogggghbor has (i.e., “who has what"). It also knows “who wants
request contains the address of the destination, the soufgit” because these are the packets in its output queue that
node’s address, and a unique identifier. When a node forwafdig supposed to forward to the neighbors. Then it can decide
a route request, it appends not only its own address, but ajggally how to optimize the formation of mixture packets.
information about the related link costs. Specifically, sug®e A heuristical approach for generating the mixture packets
the route discovery packet has traversed a path~ vi — s used in [2], which takes the packet at the head of the
. — v to v,. Thenwv, sends a route request that containsbutput packet queue, and steps through the packet queue
to greedily add packets to the mixture, while ensuring the
neighbors can successfully demix. For example, in Figure 5,
there are five packets in the output quene,. . ., x5; assume
and alsocost(v;, — v;|vx—1 — vg) for neighborv; (because a lower indexed packet is an earlier packet. Then the greedy
v; may not know how to compute this). If the physical mediumprocedure will use three transmissions:® x2, €3 ® x4, 5.
is broadcast medium, then, can send a single broadcasHowever, there is a better solutio; ® x3 & x4, T2 D 5.
packet that contains (2) amst(v, — v;|vx—1 — vg) for all A mathematical abstraction of the optimized formation & th
neighborsy;. When a nodey, receives a request it has alreadynixture packets — théocal mixing problem- is studied by
forwarded, it forwards it again only if the accumulated codtu et al. [10] from an information theoretic point of view.
to a neighborv; is better than the best which it has alreadynder the assumption that each neighbor discards the sgteiv
forwarded with the request ID. The link metrics are includepackets that are polluted by sources it does not have or want,
in the route replies sent back to the source. the optimal mixing is characterized.

cost(vg — v1), cost(vy — valvg — v1), ...,
COSt(’Uk_l — Uklvk—Q — Uk—l), (2)



Why would a node have packets meant for others? tontaining ACKs and reception reports is broadcast.

Figure 1, nodev; has packetr; because it is the previous Each node maintains three separate  buffers,
hop of x;. More generally, due to the broadcast nature of th@ver hear dBuf f er, Recei vedBuf f er, Sent Buf f er,
wireless medium, neighboring nodes may overhear packdislding respectively the source packets that the node
For example, in Figure 5, packet; may follow a path overheard, received, or sent. Upon receiving a packet, the
...v4 — v9 — v3...; vy and v, may have overheared; packets in these three buffers are used for demixing. Riecept
whenwvy sent it towy. reports describe new content in tl@er hear dBuf f er.

How does a node get to know “who has what"? First, nottCKs describe new content in ttRecei vedBuf f er.
that a node can obtain some partial information about itsEach node maintains\&hoHasWhat Tabl e whose entries
neighbors’ data availability in a passive fashion. For eplm are of the form “node); has source packet; with probability
nodewv, may infer that node, holds packetc; if v; recently p”. Upon receiving a packet, th#thoHasWat Tabl e is
received packek; or a mixture packet involvingz; from v, updated according to the local mixing header. If the reckive
or if vy recently heard; acknowledging the receipt of packetpacket is a source packet, guessing is also performed based
x1. This suffices for packet exchanges such as Figure 1. on the measured channel reception probabilities.

Passive inference does not incur any additional overheadAfter a packet is sent, the ingredient source packets are
However, using passive inference alone, a node may omhoved from the output queue into thHeent Buf fer. In
obtain a limited view of the neighbors’ data availabilityaddition, timer events are inserted so that the sent packets
Katti et al. [2] extended this by proposing two techniquewill be moved back to the output queue for retransmission if
to obtain more information about local data availability): (the ACKs does not arrive after a certain time threshold.

Let each node explicity announce the packets it currently
has to its neighbors; (ii) let a node guess whether a neighbor
has overheard a packet using information about the channeln this section we examine how to use a Markovian metric
reception. In the former, each node can periodically compot maximize the benefit of local mixing. The central issuesher
reception reportsto announce the packets it has overhearé to properly define the link costs and compute them. Let us
The reception reports may also be piggybacked with ordinapggin with the unconditional link metrics. A popular linkaju
packets. To implement guessing, nodes conduct measurenignietric in the literature is the expected transmissionnto
about the packet success probabilities to its neighbors giiIX) [8]. This metric estimates the number of transmissjon
exchange the measurement results in the neighborhood. Sinchuding retransmissions, needed to send a unicast packet
measurement and report functionality may already be needextoss a link. It is obtained by measuring the loss prohiasli

by a routing protocol based on the expected transmissiontcoof broadcast packets between pairs of neighboring nodes.
(ETX) [8]. The guessing technique of [2] can be explained via The ETX metric can be viewed as a characterization of
Figure 5. Suppose, sends a source packetf to vy without the amount of resource consumed by a packet transmission.
mixing; suppose, knows that; can receive a packet from  With the local mixing engine, several packets may sharee rid
with probability 0.8. Wheny, receivedz; sent byvys, vp can in the air. Naturally, the passengers can share the airfare.
infer that v; has overheard the packet with probability 0.8effect, each participating source packet is getting a disto
Guessing may result in a more up-to-date knowledge abaich discount, however, cannot be accurately modelled by an
“who has what”; however, if the guess is wrong, the neighbamnconditional metric such as ETX, because the applicgbilit
may fail to demix a packet intended for it. of the discount depends on the previous hop of the packet. We

A mixture packet may be intended for more than onpropose a conditional link metric called th&pected resource
receiver. Due to the limited collision avoidance mechanisgonsumptiofERC), which models the cost saving due to local
for broadcast in 802.11, the mixture packet is sent as a siicmixing. Consider a packet sent in the air. If it is a mixture
packet addressed to one of the receivers [2]. A consequéncefok source packets, then each ingredient source packet is
this is that the sender cannot be sure whether the othedietiencharged;: the resource consumed by the packet transmission.
receivers received the packet reliably. We call such aneisstihe resource consumed by the transmission could be measured
the “missing ACKs” problem. The missing ACKs problemn terms of, e.g., air time, or consumed energy.
can be addressed by explicitly generating ACKs in addition

to the ACK in 802.11 MAC [2]. Nodes can keep track of thé\: Computation of Expected Resource Consumption (ERC)
packets that were sent but have not yet been acknowledgetlve now explain how to compute the ERC. Each node

IV. MARKOVIAN METRIC FORLOCAL MIXING

and retransmit packets after time-out. maintains aN' r el nf oTabl e. Each row of the table contains
Next, we briefly review the key data structures and operthe measured statistics about a wire, say — e, 5, which
tions in implementation. crosses the current nodg. The packets forwarded by the

Each packet has a variable length header that includesrrent node can be classified into categories associatid wi
() the IDs of the source packets being mixed and theihe wires. For each wire category, we collect the total numbe
respective receivers, (ii) some piggybacked ACKs, (iiiingo of packets sent and the total resource consumed in a sliding
piggybacked reception reports. If no data packets were séinte window. The total resource consumption is obtained by
after a certain amount of time, then a dedicated control @tacladding the resource consumption for each sent packet. A



simple charging model is used in our current implementatiobetween the two objectives. For example, occasionallyether

For example, if a source packet across wife — e; 5, is sent may be a longer route with a lower resource consumption than

in a mixture of 3 packets, we set the resource consumptiona$horter route; in this case, we may define a Markovian metric

this source packet as/3 of the ETX of link e; 5.2 as the weighted combination of the ERC metric and the ETT
To implement the sliding window computation efficiently(expected transmission time) metric:

we guantize the time axis into discrete slots of equal length A

We use a sliding window ofV slots. For each wire, we COSt(¢jklei;) = BERC(ejklei;) + (1 — B)ETT(ejx),  (5)

maintain a circular buffer ofV bins; at any time, one of the \yhere the ETT metric is computed by dividing the ETX metric
N bins is active. At the start of each slot, we shift the actlvgy the raw link data rate (see [4]). It is up to the applicaion

bin pointer once and clear the statistics in the new active by certain network rule-makers to decide how to balanceethes
Each time a packet is transmitted in the air, we update th&, considerations.

statistics in the current active bin accordingly. o _ _ _
To evaluate the conditional link metric for a certain wirdc. Route Stabilization via Randomized Route Holding

ei,; — e;.x, We first obtain the ERC for each slot, say as: In order to model the resource reduction due to local mixing,
Resource consumed by pkts sent in slot the ERC takes the traffic load into account. Could this cause
ercy, = # of packets sent in slot : oscillation in the routing decisions? We provide some iivei

asoning below. Recall that the discounts offered by thallo
ixing engine exist only when the flows cross in certain ways.
Stated alternatively, the advertised discounts haveictstrs
N-1 1—a and hence only a few qualifying flows may find them attrac-
ERC:= > ayerc,; a,=a""'"" (1 — aN> . (4) tive. Since the discounts benefit all the flows whose packets a
n=0 being mixed, there is incentive for flows to route in a certain
Here the parameter is the forgetting factor for old observa-cooperative manner that are mutually beneficial. Presumidbl
tions. Old observations receive lower weights. the flows try such a mutually beneficial arrangement for some
What if few or no packets were sent during a certain sltiime, they will confirm the discounts and tend to stay in the
across the wire? We propose to conduct experiments usergangement. Such an arrangement is analogous to the Nash
probing packets. The experiments are done via simulati@yuilibrium in game theory, where no player wants to deviate
without disturbing the existing traffic. Specifically, we ima from its current strategy given all other players’ stragsgi
tain a virtual output queue in addition to the output queuelowever, a complication is that there can be more than one
Whenever we insert an actual packet into the output quewguilibrium. We want the flows to make dynamic decisions
we insert it into the virtual output queue as well. Whenevehat eventually settle down to one equilibrium. To facthta
the MAC layer asks for an output packet, we also invoke thhis, we propose the following strategy. To prevent potenti
mixing algorithm on the virtual output queue to generate @ute oscillations, we require each flow to stay for at least
mixture packet. (In fact, for the virtual output queue, wstju Thqq duration after each route change, whéjgq is a random
need to decide on how to mix; no actual mixing is neededsriable. The randomization of the mandatory route holding
The result of the mixing decision is only used to update thme Thoq is used to avoid flows from changing routes at
statistics for the wires being tested. the same time. In addition, after the mandatory route hgldin
B. Interpretation of the ERC Metric duration, the node switches to a new route only if the new

. i ] route offers a noticeably smaller total cost.
The ERC link metric estimates the local resource con-

sumption while considering the effects of local mixing. The V. EVALUATION OF MARKOVIAN METRIC ROUTING
resulting Markovian path metric thus estimates the total re We implemented the local mixing engine, a link-state source
source consumed by the route. Resource efficiency is an ifguting protocol, the support for Markovian metric routing
portant performance metric for resource-constrainedl@sse and the support for the ERC link matric in Qualnet 3.9.5, a
networks, e.g., sensor networks. It is also well alignechwityidely used event-driven simulator for wireless netwokise
the overall system throughput in interference limited V@8 resulting integrated system will be referred to as Markovia
networks, because resource saved in one flow may be usetgiric Source Routing (MMSR) in the following. We imple-
improve the throughput for other flows. mented local mixing for MMSR as a shim layer between the
The ERC metric emphasizes the maximization of networkouting and MAC (802.11) layers. The routing layer exposes
wide utility more than the maximization of the individualito the packet delivery probabilities to the local mixing layor
utility (e.g., latency). By using a weighted combinationted  guessing “who has what”). The local mixing layer exposes the
Markovian metrics, one capturing the network-wide utiityd ERC statistics to the routing layer.
the other the individual flow utility, we can adjust the balan  The basic routing framework can be viewed as a simplified

o o version of LQSR [3], a source-routed link-state protocol
2We could also use ETT [4] in lieu of ETX. The ETT metric is equal t

the ETX metric divided by the raw link rate. When the radios apemt the that supports link quality (unconditional) metrics. Siamilto _
same physical link rate, the two metrics are essentially edgn. LQSR, every 2 seconds, each node sends a message that carries

L.
Then we compute the ERC for the wire as the Welghtqﬁ
average of the ERCs for the slots:
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Fig. 6. Scenario 1: Mixing performance. State 1 denotes aimapmixing — — — — — — — — C
route whereas 0 denotes a suboptimal mixing route.

——LQSR-LM
— -MMSR

Route chosen

information about the links from this node; this message
floods throughout the network. Such a message, called the 15 o 13 17 21 95 29 5 a7 41 45 49 55 57 61 65 69
W r el nf o message, describes the unconditional and condi- Time (seconds)
tional link COStS.' Here ETX is usec_j_as th? unconditional Im'i(ig. 7. Scenario 2: Mixing performance. State 1 denotes aimapmixing
cost, and ERC is used as the conditional link cost. To compub@te whereas 0 denotes a suboptimal mixing route.
ERC, we useN = 10 slots, each of length).5s. If there
re 25 or mor k rossin wire, then the ERC of th . .
are .5 or more packets crossing a e,.t en the Co .tve— v9 — v3 — vg — Vg and this route is chosen 100% of the
slot is computed as the average according to (3). Otherwisé L o s " N
LT ) T . IMe, resulting in maximized mixing. Intuitively, the ekisy
a simplified rule (instead of maintaining the virtual outpu . : o
. . . - . ow v3 ~~ vp creates a discount in terms of the conditional
gueue) is applied in our current implementation. Speclfical L . L )
. . . ERC metric in the opposite direction, which attraets to
for a wiree;; — e;y, if there are less than 25 packets crossin

. . . %hoose route, — vy, — v3 — vg — vg. ONce the flows start in
then we examine the number of unmixed packets: the L .
i both directions, they stay together and mix because both see
reverse wiree,; — ej;. If y > 25, then we set the ERC as

0.5 of the ETX (50% discount); otherwise, we set the ERC glsco_unts. As ShOV.V” ln_TabIe . MMSR Increases the number
mixed packets in this scenario B2x in comparison to

the ETX (no discount). The ERCs of the slots are combin{ SR+LM

with exponentially delaying weights, usirng= 0.8 in (4). . . .

A conditional link cost, sayost(e;x|e;;), is included in the Next, we examine whether mixing can .take place .effectwely
message only if it is at least 5% less than the ETX dqr. over longer routes. We thus. now consider an existing flow
Each node maintains i nkCache that stores its current Y~ v1 @nd examine the choice made by a new figw- vy
picture of the dot graph. Thei nkCache is updated upon originating 3 seconds later. The results are shown in Figure

lJ\lotice that LQSR+LM only chooses the optimal route for less

receiving eactW r el nf o message. Since the conditional lin ) :
costs are load-dependent and may not be periodically mlhortthan half of the time, whereas MMSR quickly locks on to the

stale conditional link cost entries are removed after tone- OPPOSIte route due to the conditional discounts. In thiecas

The route stabilization techniques of Section IV-C are usedXiNg 1S possible at 3 separate nodes and thus the number of

The mandatory holding tim@i,qyq is drawn uniformly from mixed packets increase. . _
[1,3] (sec). When a source packet is just generated, if theNote that MMSR is crucial when sp(_ecmc sme_lll opportuni-
current mandatory holding time has elapsed, then the ndifes €xist for mixing (e.g. at one node in scenario S1). Is thi
looks for the optimal route in the dot graph. If the cost of thgaSe it is unlikely that LQSR+LM will be able to exploit such

new route is at least 5% lower than that of the old route, th@pPortunities. In scenario S2, mixing is possible at margsho

the new route is adopted. Otherwise, the old route is stitlus 2"d Py pure random choice, LQSR+LM can also locate a non-
The simulations use the 802.11a MAC and a realistic sigri&Vial number of mixing opportunities. However, MMSR stil

propagation model. All radios operate at a nominal physicBfovide a 63% increase in mixed packets over LQSR+LM.

layer rate of 54Mbps. We use CBR flows in the evaluation. 2) Stabilizing routes:As mentioned in Section IV-C, an
important but subtle requirement for a Markovian metricas t

A. Impact on Local Mixing: MMSR vs. LQSR+LM avoid potential route oscillations. Occasionally, if twowis
We first demonstrate the performance of local mixing ithat can potentially mix (such ag ~» v; andwv; ~~ vg) start
MMSR compared to LQSR+LM, which uses the unconditionaight at the same time and choose different routes, theydcoul

ETX metric for routing. This evaluation is performed in a 9be attracted to each other repeatedly and potentiallylateil
node grid network topology. As described in Section IV-C, we deal with this by holding

1) Mixing performance evaluationConsider the network each route for a random amount of time. Figure 8 shows the
shown in Figure 3 with an existing flows ~~ wv;. After 3 route evolution when both flows start exactly together. Due
secondsw; initiates a flow tovg. There are many possibleto the randomized route holding strategy, the oscillation i
routes that this flow can take, but only onge € vo —v3—wvg— resolved quickly (in 7 seconds in this case), allowing the tw
vg) is optimal in terms of the resource consumption. Figurefows to mix effectively. Note that such pathological cases
shows how often this optimal route is chosen by LQSR+LMTre unlikely to occur frequently; nonetheless, the randenhi
and MMSR, respectively. As the results show, MMSR causesute holding strategy ensures correct operation evendh su
the flow v; ~~ w9 to choose the mutually beneficial routepathological cases.

0
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3) Summary:In summary, we find that MMSR reliably Offered raffic load (Kbps)

chooses the optimal mixing route and the ERC discounting Fig. 9. Throughput comparison of MMSR, LQSR+LM and LQSR.
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B. Impact on Overall Performance

We next study how MMSR compares to LQSR+LM as well
as basic LQSR in terms of the overall performance.

1) Grid Network Scenario:We continue with the 9-node
grid network scenario and evaluate the performance witethr 000
flows: (Lpg ~ v1, (2) v1 ~» vy, and (3)vs ~» vy. Each T ikt
f|0W begins randomly between 50-60 seconds into the SImETg. 10. Transmissions saved through mixing in MMSR and LQSR:+L
lation. We evaluate the performance of LQSR, LQSR+LM and
MMSR for this scenario for different input loads. The result
are depicted in Figure 9. It is observed that LQSR cannot sﬁ L : . :
tain the throughput imposed by the input flows to the netwofié"! help_ local mixing achl_eve its potentla!.
as the load increases. MMSR provides significant throughpu f) Ofﬂc_e Mes_h IScena;;pWe now F:onflldethow Nll'\l/|SR
gains compared to LQSR (up to 47%) and LQSR+LM (up 1 erforms in a wireless office scenario [11]. Figure gives

15%). This is because not only does MMSR allow subsequé t?l\t/lc')polog%, \gh'Ch IS ;he qtcr;tuzlztopc()jlogy ?/fvthe r?eshdtetttl)e7
flows to mix with existing flows, it explicitly tries to maxirne at Microsoft Research (wi nodes). We set nodes 1-

mixing. In contrast, without the Markovian metric routing,‘fjlS dserversl_oﬁfrlnlg\gl S{ilfftehretn t ST.N'(;ES and ﬂ:e tremalnlng tﬁS
flows mix essentially by chance. In the example, the f|0\?¥|0 efhas IC|en f’ oeb at a client may contac s_zrvers 0 'el
1-2-3-6-9 is mixed with 9-6-3-2-1 with MMSR, due to the an the closest one, because many servers provide a specia

ized service (e.g., Email/Source Control/Domain Congmll
Figure 10 gives the amount aBsourcesaved by using Eriksson et al. [11] observed that the traffic in an office

MMSR. MMSR consistently provides reduction of packe_?_etwork is predominantly download (i.e., server client).

transmissions of over 10,000 packets across a wide varfety 8kmg this (_)bgervatlon Into account, we simulated a traffic
ttern consisting of 7 download connections, one from each

traffic demands. Indeed, as discussed in Section IV-B, MM Rrver. Each connection starts and ends at random times in th
functions by directly trying to minimize the resource usag%m\ala{tion : ! !

Another observation from Figure 10 is that the saved tran . :
missions reduce as network load increases. This is coun er&gel;restults fare dipl(ggitmﬂ-[)abllestg' h deLreSéuétsb ST;\('; t_hat
intuitive since more packets should indicate more mixinlgp1 outperforms LQ y 6andLQ y oln

0 7 :
opportunities. However, this occurs because of ¢apture roughput. MMSR also saved 15% of the transmissions (i.e.,

effect in the 802.11 MAC layer which is amplified at highMNISR sentm source packets usings%m transmissions).

loads. Due to this, packets from only one node (the capturing

node) fill queues for large durations of time without allogiin — = F ;
other traffic to come in. This reduces mixing opportunitiés a
high load. This problem can potentially be addressed throug
a better MAC layer design that avoids capture.

Transmissions saved (Packets)

=
-
13000 -
| ¢

gg best achievable performance and a protocol such as MMSR

mutually beneficial discounts enjoyed by both flows.

We also considered a pathological case to stress MMSK , . ::;:"‘ x, ;
where all three flows start exactly at the same time. We foung L ﬁi e

that even in this case, throughput gains were still sigmfica
although lower. The convergence time of MMSR is quite fast
(on the order of 4—7 seconds); as a result, there is some tim
for long-lived flows to fully benefit from mixing. -
Our results exemplify that local mixing itself cannot prosi

Fig. 11. The topology of the mesh testbed.



[ Scenario | Avg. Client Throughput] % Transmissions Save{l

LQSR 865 Kbps -

LQSR+LM 877 Kbps 3% -

MMSR 1014 Kbps 15% Fig. 12. An example multi-radio mesh network.
TABLE I

MMSR PERFORMANCE IN AN OFFICE MESH SCENARIO Outlook: The potential of Markovian metric extends be-

Note that the extent of gain depends on the traffic patteri@"d Promoting local mixing. For example, we envision it to
and the scale of the network. A larger network with morB€ useful for routing in a multi-radio mesh network. Using
hops would provide enhanced mixing and limit interferend@UItiPle radios is a promising technique for improving the
between flows. Additionally, if clients generate both uplea capacity of mesh networks. However, similar to the case for

and downloads this can also provide additional gains frofgcal mixing, maximizing the benefit of multiple radios call

local mixing. At any rate, MMSR can exploit mixing Oppor_for intelligent routing decisions that are aware of mubipl
tunities if and when they occur radios and best take advantage of them.

Consider the example multi-radio mesh network illustrated
C. Summary of Results

. in Figure 12. Here each node is equipped with two radios,
In summary, our evaluation of MMSR has shown th d auipp

Markovi i tul and ticall licablh T%hich are tuned to two orthogonal channels. This creates
arkovian metrcs are useiul and practically applicablae 1 4, orthogonal (bidirectional) links between two neighdyor

results showed tha}t a Markovian metr_|c can &gmﬁcgnt% Figure 12 we denote these two orthogonal links by a solid
improve the benefit of an advanced link-layer technlquaj'

- “~fine and a dashed line, respectively. Suppose we want to find
local mixing. We found that MMSR can tolerate pathologic oute fromu; to v,. If there is low background traffic, then
cases (that can potentially cause oscillations) with a gogd; '

i S _ : : oute that alternates between the two radios is a good,route
convergence time, while in typical scenarios adapting fIOV}Ssecause the forwarding and receiving of packets can happen
quickly to routes that have good mixing opportunities. Hina

luati . p h 0 al firmed in parallel at a node for the flow, instead of competing with
Eva Uﬁtlogs IZ gn I\(/?I\/:g?? mej h scen:;zlo I\?Si con Irmet . Y8ch other. A Markovian metric fits naturally in this sceoari
enent ofiered by and hence the Markovian metric. encourage using different radios in adjacent hops, we can

VI. CONCLUSION set the the conditional cost @bst(esle;) to a lower value
In this paper we introduced the notion Mfarkovian metric  than the unconditional cost of transmitting on liak
A Markovian metric models the cost of a path as the sum of Furthermore, a Markovian metric can potentially provide a
the individual conditional link costs, in a way analogous tonified solution for a wireless network equipped with muéip
the decomposition of the joint probability of a Markov chairfadiosand local mixing.
into a product of conditional probabilities. We introducie:

dot graphto represent the conditional and unconditional link The authors thank their colleagues J. Padhye, P. A. Chou
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